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#### Abstract

Information complexity is the extension of classical information theory to the interactive setting, where instead of one-way transmission we are interested in back-and-forth communication. This approach has been very influential in communication complexity, where it enables us to prove powerful lower bounds by quantifying the amount of information the participants in the computation must reveal about their inputs. In this paper we study information complexity in the classical broadcast model: $k$ parties with private inputs wish to compute some function of their inputs, and they communicate by sending messages (one at a time) over a broadcast channel. We measure how much information the players reveal about their inputs to an external observer. This is called external information cost.

Using this approach, we prove a tight lower bound of $\Omega(n \log k+$ $k)$ on the communication complexity of set disjointness, a fundamental problem in communication complexity. We also give a deterministic matching upper bound.

Next we study compression, a central question in information complexity: given a protocol with low information cost (but possibly high communication), can we compress the protocol so that its communication cost matches its information cost? In the twoplayer setting, it is known that every protocol can be compressed to roughly its external information cost. We show that for the multi-party case this is no longer true: there is a gap of at least $\Omega(k / \log k)$ between external information and communication. However, if we wish to compress many independent instances of the same protocol, then it is possible to do so with an amortized percopy cost that approaches the information cost as the number of copies goes to infinity.


[^0]
## 1. INTRODUCTION

Classical information theory studies the cost of transmitting information from a sender to a receiver, over a channel which may be subject to various types of noise. The traditional focus is on amortized cost in the limit: the sender has many messages $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ drawn independently from the same distribution, and we are interested in the amortized number of bits it must communicate per message (that is, the total communication required to send all $n$ messages, divided by $n$ ), in the limit as $n$ grows to infinity. This question was addressed by Shannon in his seminal work [27], where he showed that in the noiseless case the amortized per-copy cost is exactly $H(\boldsymbol{X})$, the entropy of the distribution from which the messages are drawn. Later, Huffman showed [20] that a single copy of $\boldsymbol{X}$ can be sent in $H(\boldsymbol{X})+1$ bits, so for (noiseless) one-way transmission, the single-shot cost and the cost-in-the-limit are essentially the same.

The emerging field of information complexity seeks to extend the ideas of classical information theory to an interactive setting, where the parties involved in the computation communicate back-and-forth in order to achieve some shared goal. The basic two-party setup has two players, Alice and Bob, who receive private inputs $\boldsymbol{X}, \boldsymbol{Y}$ respectively, and wish to compute some function $f(\boldsymbol{X}, \boldsymbol{Y})$ (or more generally, perform some task that depends on the inputs). We are interested in characterizing the amount of information the players must reveal about their inputs in order to compute $f$; this is called the information cost of $f$. In this paper we work with external information cost [7], which measures the amount of information revealed to an external observer who initially does not know the inputs to the protocol. (See [7] for alternative ways to measure information cost.)

Information cost turns out to be a natural lower bound on communication cost, the number of bits that the players need to send to compute $f$, so a lower bound on information cost translates immediately to a lower bound on communication. In addition, information cost has some nice properties, such as additivity, that can make it easier to work with than communication. Consequently, information lower bounds have been very useful in proving communication lower bounds (e.g., [2, 17, 5, 29]).

One can also ask whether, as is true for one-way transmission, any protocol can be compressed to its information cost. This question has not been fully resolved yet, but the answer will have deep implications in theoretical computer science [7, 3, 15]. Both singleshot compression [3] and amortized cost in the limit [7] are of great interest, and they appear to have very different costs [15]. In the two-party setting it is known that any protocol can be compressed almost all the way down to its external information cost, with a logarithmic dependence on the communication complexity of the original, uncompressed protocol [3].

The broadcast model. In this paper we study the classical broadcast model of communication (also called the shared blackboard model in communication complexity literature [22]). We have $k$ players, each with a private input $X_{i} \in\{0,1\}^{n}$, and the players wish to compute a joint function $f\left(X_{1}, \ldots, X_{k}\right)$ of their inputs. The players communicate by "writing messages on a blackboard" that all players can read for free (i.e., they communicate by broadcasting messages to each other). We allow the players to use randomization when deciding what to write on the board. This model is widely studied in theoretical computer science, in areas ranging from streaming $[1,2,17]$ to cryptography [16] and mechanism design [13]. Beyond being a fundamental model of communication complexity, the broadcast model can also be viewed as an abstract model of single-hop wireless networks, which abstracts away the details of contention management.

We study two fundamental questions in the broadcast model: the communication complexity of set disjointness, and the question of whether interactive protocols can be compressed.

Set disjointness in the broadcast model. Set disjointness is one of the most fundamental problems in communication complexity; it has been studied in the classical two-player model [21, 25], in the number-on-forehead model (e.g., [28]), and in many other settings (see [11] for a survey); it has applications in various areas ranging from streaming [1] to data structures [23], distributed computing [26], circuit lower bounds [10] and many other examples. In multi-party (number-in-hand) set disjointness, each of the $k$ players receives a subset $X_{i} \subseteq[n]$, and the players need to determine whether $\bigcap_{i=1}^{n} X_{i}=\emptyset$; formally, we shall denote

$$
\operatorname{DISJ}_{n, k}\left(X_{1}, \ldots, X_{k}\right)=\neg \bigvee_{j=1}^{n} \bigwedge_{i=1}^{k} X_{i}^{j}
$$

where $X_{i}^{j}$ is coordinate $j$ of player $i$ 's input. Set disjointness reduces to many natural problems, so a lower bound on its communication complexity implies lower bounds on many other problems as well.

It is known that for two players, set disjointness requires $\Omega(n)$ bits of communication [21, 25], and a trivial reduction shows that $\Omega(n)$ is also a lower bound for $k$ players. It is not difficult to see that $\Omega(k)$ is also a lower bound, as intuitively, each player must speak at least once to solve the problem. As for upper bounds, there is a simple protocol with communication complexity $O(n \log n+$ $k)$ : the players go in order, with each player $i$ writing on the board the coordinates $j$ where $X_{i}^{j}=0$, unless they already appear on the board. A player that has no new zero coordinates to contribute writes a single bit to indicate this. After all players have taken their turn, if there is some coordinate that does not appear on the board, then this coordinate is in the intersection; otherwise the intersection is empty.

A-priori, it is not obvious whether the "right answer" is $\Theta(n+k)$, $\Theta(n \log n+k)$, or somewhere in between. After all, in some cases where one might naively expect a logarithmic factor to arise, it does not: a famous example is the randomized protocol of Håstad and Wigderson [19], which solves two-player set disjointness under the promise that $|X|=|Y|=s$ in $O(s)$ bits, instead of the naive $O(s \log n)$. (In fact, two players can even compute the exact intersection of their sets $X, Y$ using $O(s)$ bits when $|X|=|Y|=s[6$, 8].)

In this paper we show that the randomized communication complexity of set disjointness with $k$ players is actually $\Theta(n \log k+k)$. Intuitively, the factor $\log k$ arises because the protocol must "find", for each $j \in[n]$, some player $i$ with $X_{i}^{j}=0$, before it can declare
that $\bigcap_{i=1}^{k} X_{i}=0$. The index of such a player is "worth" $\log k$ bits of information, as this is how many bits we require to encode it. We are able to formalize this intuition using notions from information theory and prove a lower bound of $\Omega(n \log k+k)$ on the information cost of set disjointness

To our knowledge, ours is the first communication lower bound on a decision problem in the broadcast model that grows with the number of players. This serves as evidence that while reductions from two-party communication complexity are incredibly useful [12, 24], additional benefit can be derived from directly considering multi-party models. Although an additional factor of $\log k$ in the lower bound may not seem large, communication complexity lower bounds are often applied in distributed computing to prove lower bounds on the number of rounds required to solve some task, and in that context one divides by the number of bits that can be sent per round, which can end up being linear in the number of participants (see, e.g., [14]). So for instance, when $k=\Theta(n)$, the difference between a lower bound of $\Omega(n \log k)$ and a lower bound of $\Omega(n)$ on the total communication complexity can end up being the difference between a logarithmic round lower bound and a constant (i.e., trivial) bound.

We remark that a promise version of set disjointness has received significant attention in the broadcast model ( $[2,17]$ and others), due to its connections to streaming lower bounds [1]. Set disjointness and other problems have also recently been investigated in a point-to-point model of multi-party communication ( $[5,29]$ and others). And finally, in [24], a technique called symmetrization is introduced to obtain multi-party lower bounds on several pointwise-Boolean functions, such as pointwise-OR, where the output is a vector $Y$ such that $Y_{i}=\bigvee_{j} X_{i}^{j}$ for each $i \in[n]$. Although symmetrization can prove a lower bound of $\Omega(n \log k)$ on pointwise-OR, this technique seems too weak to prove a lower bound of $\Omega(n \log k)$ on set disjointness.

Compressing multi-party broadcast protocols. For two players, it is known that any interactive protocol can be compressed to roughly its external information cost [3], which is the amount of information revealed to an external observer about the players' inputs. We observe that for multiple parties this no longer holds: for the function $\bigwedge_{i=1}^{k} X_{i}$, the information cost under any distribution is bounded by $O(\log k)$, but we show that there is a distribution under which the communication cost is $\Omega(k)$. This shows that there is a gap of at least $\Omega(k / \log k)$ between external information and communication in the $k$-player broadcast model. However, while a single instance cannot be compressed, we do show that for many instances we can achieve compression: the amortized cost per-copy as the number of copies tends to infinity is bounded by the external information cost, generalizing the result of [7] for two players. We note that while [7] deals with internal information, which measures what the players learn about each others' inputs, here are we concerned with external information, which measures what an external observer learns. External information is generally an easier quantity to work with, and consequently we are able to simplify the protocol from [7].

Organization. The remainder of the paper is organized as follows. Before diving into the technical details, we give an informal overview of the set disjointness lower bound in Section 2. In Section 3 we review some basic notions from communication complexity and information theory, and in Section 4 we prove the two lower bounds on set disjointness, of $\Omega(n \log k)$ and $\Omega(k)$ respectively. A matching deterministic upper bound, with communication complexity $O(n \log k+k)$, is presented in Section 5. In Sec-
tion 6 we discuss the issue of compression, prove that there is a gap of $\Omega(k / \log k)$ between information and communication, and show that computation involving many independent instances of the same problem can be compressed such that in the limit as the number of instances goes to infinity, the per-instance cost tends to the information cost of the problem.

## 2. HIGH-LEVEL OVERVIEW OF THE SET DISJOINTNESS LOWER BOUND

Our lower bound follows the information-theoretic approach [9, 2]: in order to prove a lower bound on the communication complexity of set disjointness, we will show that any protocol that solves it with small (constant) error must reveal a lot of information about the players' inputs, in the information-theoretic sense: the entropy of the inputs (i.e., our uncertainty about them) is significantly reduced once the transcript of the protocol is observed. Each bit the protocol communicates can reveal at most one bit of information about the inputs, so we immediately obtain a lower bound on communication as well.

The precise notion of information cost we use in this paper was introduced in [2], and is called conditional information cost. We will work with a distribution $(\boldsymbol{X}, \boldsymbol{D}) \sim \mu$ on two variables: the input the players, $\boldsymbol{X}=\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{k}$, and an auxiliary variable $\boldsymbol{D}$. The essential property of the distribution is that conditioned on $\boldsymbol{D}$, the inputs $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{k}$ are independent, and this will be crucial to our proof. Conditional information cost measures the information an external observer learns about the inputs, conditioned on $\boldsymbol{D}$.

One of the advantages of the information-based approach is that it allows us to decompose the problem into many small problems, prove that each small problem is "a little bit hard", and obtain a lower bound for the overall problem that is equal to the sum of the bounds on the smaller problems. This is called direct sum [2]. In our case, as in [2], since $\operatorname{DISJ}_{n, k}=\neg \bigvee_{j=1}^{n} \bigwedge_{i=1}^{k} X_{i}^{j}$, we will break the problem up into $n$ instances of one-bit AND. We prove a lower bound of $\Omega(\log k)$ on AND, and obtain a lower bound of $\Omega(n \log k)$ for disjointness.

In order to show that any protocol computing AND must reveal $\Omega(\log k)$ bits of information about the input, we argue that whenever the output of the protocol is 0 , the protocol's transcript must "point" to some player $i$ whose input is zero. The notion of "pointing to a player" is formalized using the posterior probability that $X_{i}=0$ after the transcript is observed. Under our input distribution, the prior probability that $X_{i}=0$ is only $O(1 / k)$, but we will show that for "most" transcripts, there is a player $i$ with a constant posterior probability of $X_{i}=0$ given the transcript. Intuitively, since a-priori we had $X_{i}=0$ with probability only $O(1 / k)$, we are "very surprised" to learn that $X_{i}=0$ with constant probability, and this "surprise" is worth $\Omega(\log k)$ bits of information. Viewed another way: a-priori, since each player receives 0 with probability roughly $1 / k$, we expect a small (constant) number of players to receive 0 , but we have no idea who they are. Once the transcript is revealed, we can "point" to a player that probably received 0 , so our uncertainty about the input is greatly reduced. Since the identify of the player requires $\Omega(\log k)$ bits to write down, this is the amount of information we have learned about the input.

We proceed to review the definitions and notions required to make this outline formal.

## 3. PRELIMINARIES

Notation. We use bold-face letters to denote random variables. For variables $\boldsymbol{A}_{1}, \ldots, \boldsymbol{A}_{\ell}$ with joint distribution $\mu$, we let $\mu\left(\boldsymbol{A}_{i}\right)$
denote the marginal distribution of $\boldsymbol{A}_{i}$, and $\mu\left(\boldsymbol{A}_{i} \mid \boldsymbol{A}_{j}=a_{j}\right)$ denote the distribution of $\boldsymbol{A}_{i}$ conditioned on $\boldsymbol{A}_{j}=a_{j}$ (and similarly for more variables). For a string $S$, we let $|S|$ denote the length of $S$.

The broadcast model. In the broadcast model, also called the shared blackboard model [22], we have $k$ players. Each player $i$ receives a private input $X_{i}$, and the players wish to compute a joint function $f\left(X_{1}, \ldots, X_{n}\right)$ of their inputs. Communication is via a shared blackboard (or broadcast channel) that all players can read for free. At each point in the protocol, the current contents of the blackboard determine whose turn it is to speak next, and that player generates a message using its input, private and public randomness, and the contents of the blackboard, and writes it on the board. Then the next player speaks, and so on, until eventually the protocol halts and the players output some values (for which they are not charged).

Communication complexity. For a protocol $\Pi$, we define the communication complexity of $\Pi$, denoted $\mathrm{CC}(\Pi)$, as the worst-case number of bits that are written on the board in any execution of $\Pi$. The communication complexity of a problem $f$ with error $\epsilon$, denoted $\mathrm{CC}_{\epsilon}(f)$, is the minimum communication complexity of any protocol $\Pi$ that solves $f$ on any input with error probability at most $\epsilon$ over the protocol's randomness.

In Section 6 we shall also study distributional (or average-case) communication complexity. Given an input distribution $\mu$, we define the distributional complexity of $f$ with error $\epsilon$, denoted $\mathrm{D}_{\epsilon}^{\mu}(f)$, to be the minimum communication complexity of a protocol that solves $f$ with error probability at most $\epsilon$ when inputs are drawn from $\mu$ (i.e., the probability is over both the input and the protocol's randomness).

Information theory. We require the following notions from classical information theory.

The entropy of a random variable measures how much uncertainty we have about it, and corresponds to the number of bits required to encode the variable (in a lossless encoding).

Definition 1. The entropy of a random variable $\boldsymbol{X} \sim \mu$ with support $\mathcal{X}$ is given by

$$
H(\boldsymbol{X})=\sum_{x \in \mathcal{X}} \operatorname{Pr}_{\mu}[\boldsymbol{X}=x] \log \frac{1}{\operatorname{Pr}_{\mu}[\boldsymbol{X}=x]}
$$

We also define conditional entropy, which measure the average uncertainty that remains about a random variable $\boldsymbol{X}$, after we observe the value of another random variable $\boldsymbol{Y}$.

Definition 2. For two random variables $\boldsymbol{X}, \boldsymbol{Y}$ with joint distribution $\mu$, the conditional entropy of $\boldsymbol{X}$ given $\boldsymbol{Y}$ is

$$
H(\boldsymbol{X} \mid \boldsymbol{Y})=\underset{\boldsymbol{y} \sim \mu(\boldsymbol{Y})}{\mathbb{E}} H(\boldsymbol{X} \mid \boldsymbol{Y}=\boldsymbol{y})
$$

where $H(\boldsymbol{X} \mid \boldsymbol{Y}=a)$ denotes the entropy of $\boldsymbol{X}$ with respect to the distribution $\mu(\boldsymbol{X} \mid \boldsymbol{Y}=a)$.

To quantify the amount of information we have learned about a random variable $\boldsymbol{X}$ from observing another variable $\boldsymbol{Y}$, we use $m u$ tual information, which measures the "loss of uncertainty" about $\boldsymbol{X}$ when given $\boldsymbol{Y}$ (or, symmetrically, $\boldsymbol{Y}$ when given $\boldsymbol{X}$ ):

Definition 3. The mutual information between two random variables $\boldsymbol{X}, \boldsymbol{Y}$ is given by

$$
\mathrm{I}(\boldsymbol{X} ; \boldsymbol{Y})=H(\boldsymbol{X})-H(\boldsymbol{X} \mid \boldsymbol{Y})=H(\boldsymbol{Y})-H(\boldsymbol{Y} \mid \boldsymbol{X})
$$

The conditional mutual information between $\boldsymbol{X}$ and $\boldsymbol{Y}$ given $\boldsymbol{Z}$ is

$$
\begin{aligned}
\mathrm{I}(\boldsymbol{X} ; \boldsymbol{Y} \mid \boldsymbol{Z}) & =H(\boldsymbol{X} \mid \boldsymbol{Z})-H(\boldsymbol{X} \mid \boldsymbol{Y}, \boldsymbol{Z}) \\
& =H(\boldsymbol{Y}, \boldsymbol{Z})-H(\boldsymbol{Y} \mid \boldsymbol{X}, \boldsymbol{Z}) .
\end{aligned}
$$

For clarity, the distribution on the variables may sometimes be included as a subscript (" $I_{\mu}(\boldsymbol{X} ; \boldsymbol{Y})$ "), but we generally omit it when clear from the context.

Intuitively, the mutual information between two variables $\boldsymbol{A}, \boldsymbol{B}$ should also correspond to how much the distribution of $\boldsymbol{A}$ is distorted from its prior distribution when the value of $\boldsymbol{B}$ is revealed. This relationship is captured using Kullback-Leibler divergence (also known as relative entropy) to measure the distance (or difference) between two distributions.

Definition 4. Given two distributions $\mu_{1}, \mu_{2}$ with support $\mathcal{X}$, the $K L$ divergence of $\mu_{1}$ from $\mu_{2}$ is

$$
\mathrm{D}\left(\xlongequal[\mu_{1}]{\mu_{2}}\right)=\sum_{x \in \mathcal{X}} \mu_{1}(x) \log \frac{\mu_{1}(x)}{\mu_{2}(x)} .
$$

KL divergence is not a metric: it is non-negative and it equals zero only when $\mu_{1}=\mu_{2}$, but it is not symmetric. It is helpful to think of $\mu_{1}$ as the "true" or posterior distribution, and of $\mu_{2}$ as our prior belief.

Mutual information and KL divergence are related as follows:

$$
\begin{align*}
\mathrm{I}(\boldsymbol{X} ; \boldsymbol{Y}) & =\underset{\boldsymbol{y} \sim \mu(\boldsymbol{Y})}{\mathbb{E}} \mathrm{D}\left(\frac{\mu(\boldsymbol{X} \mid \boldsymbol{Y}=\boldsymbol{y})}{\mu(\boldsymbol{X})}\right) \\
& =\underset{\boldsymbol{x} \sim \mu(\boldsymbol{X})}{\mathbb{E}} \mathrm{D}\left(\frac{\mu(\boldsymbol{Y} \mid \boldsymbol{X}=\boldsymbol{x})}{\mu(\boldsymbol{Y})}\right) \tag{1}
\end{align*}
$$

and similarly for conditional mutual information. In words: the information $\boldsymbol{Y}$ conveys about $\boldsymbol{X}$ is the expected divergence between the posterior distribution of $\boldsymbol{X}$ when the value of $\boldsymbol{Y}$ is revealed, and the prior distribution of $\boldsymbol{X}$ when $\boldsymbol{Y}$ is not known (or vice-versa).

External information cost. Given a protocol $\Pi$, we use $\Pi$ to denote the random variable representing the transcript of $\Pi$. (The randomness arises both from the input distribution and the protocol's own private and public randomness.) External information cost is defined, by extension of the two-party case [9, 2], as follows:

Definition 5. Given a protocol $\Pi$ and distribution $\mu$, we define the external information cost of $\Pi$ under $\mu$ by

$$
\underset{\mu}{\mathrm{IC}(\Pi)}:=\mathrm{I}(\boldsymbol{\Pi} ; \boldsymbol{X}),
$$

where $\boldsymbol{X} \sim \mu$ is the joint input to the protocol.
For a problem $f$, distribution $\mu$ and error parameter $\epsilon \in(0,1)$, the external information cost of $f$ under $\mu$ with error $\epsilon$ is defined to be

$$
\underset{\mu}{\operatorname{IC}(f, \epsilon)}:=\inf _{\Pi} \operatorname{IC}(\Pi),
$$

where the infimum is taken over all protocols that solve $f$ with worst-case error probability at most $\epsilon$ (for any input, over the protocol's randomness).

Observe that $\mathrm{IC}_{\mu}(\Pi):=\mathrm{I}(\boldsymbol{\Pi} ; \boldsymbol{X}) \leq H(\boldsymbol{\Pi}) \leq|\boldsymbol{\Pi}|$, so any lower bound on the information cost immediately translates to a communication lower bound.

For our lower bound we use the notion of conditional information cost, introduced in [2]. It generalizes the usual information cost by introducing conditioning on an auxiliary variable.

Definition 6. Let $\Pi$ be a randomized protocol, and let $\mu$ be a distribution on $\mathcal{X} \times \mathcal{D}$ for some $\mathcal{X}, \mathcal{D}$. The conditional information cost of $\Pi$ with respect to $\mu$ is given by

$$
\underset{\mu}{\mathrm{CIC}}(\boldsymbol{\Pi})=\underset{(\boldsymbol{x}, \boldsymbol{D}) \sim \mu}{\mathrm{I}}(\boldsymbol{\Pi} ; \boldsymbol{X} \mid \boldsymbol{D}) .
$$

For a problem $f$ and an error parameter $\epsilon \in(0,1)$, we define

$$
\operatorname{CIC}_{\mu}(f, \epsilon)=\inf _{\Pi} \mathrm{CIC}_{\mu}(\Pi),
$$

where the infimum is taken over all protocols that solve $P$ with worst-case error $\epsilon$ on any input.

As with external information, conditional information is a lower bound on communication complexity.

Now we are ready to prove our main lower bound.

## 4. SET DISJOINTNESS LOWER BOUND

Following the approach of [2], in order to prove a lower bound of $\Omega(n \log k)$ on the communication complexity of $\operatorname{DISJ}_{n, k}$, we decompose the disjointness problem into $n$ copies of $k$-player $\mathrm{AND}_{k}$ on a single bit, and argue that the cost adds up linearly.

Lemma 1 ([2]). Let $\mu$ be a distribution on $\{0,1\}^{k} \times \mathcal{D}$, such that
(1) For any $(X, D)$ in the support of $\mu, \bigwedge_{i=1}^{k} X_{i}=0,{ }^{1}$ and
(2) For any $d \in \mathcal{D}$, when we draw $(\boldsymbol{X}, \boldsymbol{D}) \sim \mu$ conditioned on $\boldsymbol{D}=d$, the variables $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{k}$ are independent.

Then $\mathrm{CIC}_{\mu^{n}}\left(\operatorname{DISJ}_{n, k}, \epsilon\right) \geq n \cdot \mathrm{CIC}_{\mu}\left(\mathrm{AND}_{k}, \epsilon\right)$.
Therefore, to obtain a lower bound of $\Omega(n \log k)$ on $\operatorname{DISJ}_{n, k}$, it is sufficient to prove a lower bound of $\Omega(\log k)$ on $\mathrm{AND}_{k}$, and this is is what we shall do next. We will separately show that $\Omega(k)$ is also a lower bound on the communication complexity of $\mathrm{AND}_{k}$, but this is an easy argument that does not require information theory.

### 4.1 Lower Bound for Single-Bit AND

For this lower bound we must exhibit a "hard distribution" $\mu$ on inputs $\{0,1\}^{k}$, which satisfies the conditions of Lemma 1 , and on which $\mathrm{AND}_{k}$ has information cost $\Omega(\log k)$. Our considerations in choosing the distribution $\mu$ are as follows:

- To satisfy condition (1) of Lemma 1 , the distribution must always assign zero to at least one player. We ensure this by choosing one uniformly random player $\boldsymbol{Z} \in[k]$ and assigning it zero. We will satisfy condition (2) by designing our distribution such that conditioned on the value of $\boldsymbol{Z}$, the players' inputs will be independent. Our analysis will be conditioned on $\boldsymbol{Z}$ (that is, $\boldsymbol{Z}$ will serve as our "auxiliary variable" previously denoted by $\boldsymbol{D}$ ).
- For the remaining players, intuitively we wish to have as few zeroes as possible, to make it hard for the protocol to find a player that received zero. One might even be tempted to assign one to all players other than $\boldsymbol{Z}$, but since $\mathrm{CIC}(\Pi)=$ $\mathrm{I}(\boldsymbol{\Pi} ; \boldsymbol{X} \mid \boldsymbol{Z}) \leq H(\boldsymbol{X} \mid \boldsymbol{Z})$, we cannot do this-we must ensure that the input has residual entropy at least $\Omega(\log k)$ even conditioned on $\boldsymbol{Z}$. (If all players other than $\boldsymbol{Z}$ receive 1, the residual entropy would be 0 .)

[^1]- Ideally, then, one would choose a single player other than $\boldsymbol{Z}$, assign it zero, and assign everyone else one. But this would not be a product distribution, even conditioned on $\boldsymbol{Z}$.
- We can come close to the ideal above by assigning each player other than $\boldsymbol{Z}$ a zero with probability $1 / k$, independent of the other players.

Formally, the distribution $\mu$ is defined as follows: first we select a uniformly random player $\boldsymbol{Z} \in[k]$; we set $\boldsymbol{X}_{\boldsymbol{Z}}=0$. For each $i \neq \boldsymbol{Z}$ we have $\operatorname{Pr}\left[\boldsymbol{X}_{i}=0 \mid \boldsymbol{Z}\right]=1 / k$ independent of all the other inputs.

Under the distribution $\mu$ described above, it is somewhat likely (constant probability) that besides the special player $\boldsymbol{Z}$, exactly one other player receives zero. In our analysis we condition on this event, which makes the distribution symmetric: a uniformly random pair of players receive zero, and the others receive one. Notice that conditioned on exactly two players receiving zero and on $\boldsymbol{Z}$, the identity of the other player that received zero is uniform in $[k] \backslash\{\boldsymbol{Z}\}$, so it is worth roughly $\log k$ bits of information. Our proof argues that the protocol must find some player that received zero, and since, due to the symmetry, it cannot tell which is the special player $\boldsymbol{Z}$, it finds the other player that got zero with probability $1 / 2$. This will show that the conditional information cost of the protocol is $\Omega(\log k)$.

Posterior probabilities. What does it mean for the protocol to "find a player that received zero"? We formalize this in terms of the posterior probability distribution of the input $\boldsymbol{X}$ given the transcript and $\boldsymbol{Z}$. "Finding a zero" will mean that for some $i \in[k]$, the posterior probability of $\boldsymbol{X}_{i}=0$ given the transcript is constant (whereas the prior was only $O(1 / k)$ ).

Recall that the conditional information cost can be re-phrased in terms of the KL-divergence between the posterior and prior of $\boldsymbol{X}$ :

$$
\mathrm{I}(\boldsymbol{\Pi} ; \boldsymbol{X} \mid \boldsymbol{Z})=\underset{\ell, \boldsymbol{z}}{\mathbb{E}} \mathrm{D}\left(\frac{\mu(\boldsymbol{X} \mid \boldsymbol{\Pi}=\boldsymbol{\ell}, \boldsymbol{Z}=\boldsymbol{z})}{\mu(\boldsymbol{X} \mid \boldsymbol{Z}=\boldsymbol{z})}\right) .
$$

It is more convenient to work with the distributions of the individual inputs $\boldsymbol{X}_{i}$ rather than the distribution of the entire input $\boldsymbol{X}$. And this will be sufficient to prove the lower bound:

## LEmMA 2.

$$
\mathrm{I}(\boldsymbol{\Pi} ; \boldsymbol{X} \mid \boldsymbol{Z}) \geq \sum_{i=1}^{k} \underset{\ell, \boldsymbol{z}}{\mathbb{E}} \mathrm{D}\left(\frac{\mu\left(\boldsymbol{X}_{i} \mid \boldsymbol{\Pi}=\boldsymbol{\ell}, \boldsymbol{Z}=\boldsymbol{z}\right)}{\mu\left(\boldsymbol{X}_{i} \mid \boldsymbol{Z}=\boldsymbol{z}\right)}\right)
$$

In other words, it is enough to show that for "many" transcripts $\ell$ there is some player $i$ whose posterior distribution given $\Pi=\ell$ is very different from his prior distribution (all conditioned on $\boldsymbol{Z}$ ). In general, when $i=\boldsymbol{Z}$, the divergence is zero: we know in advance that $\boldsymbol{X}_{i}=0$, so the posterior and the prior are the same. So in fact we are interested in bounding
$\mathrm{I}(\boldsymbol{\Pi} ; \boldsymbol{X} \mid \boldsymbol{Z}) \geq \frac{1}{k} \sum_{i=1}^{k} \sum_{z \neq i} \underset{\boldsymbol{\ell} \sim \pi \mid \boldsymbol{Z}=z}{\mathbb{E}} \mathrm{D}\left(\frac{\mu\left(\boldsymbol{X}_{i} \mid \boldsymbol{\Pi}=\boldsymbol{\ell}, \boldsymbol{Z}=z\right)}{\mu\left(\boldsymbol{X}_{i} \mid \boldsymbol{Z}=z\right)}\right)$.
As we said, we will show that for many transcript $\ell$, some player has "shown his hand" and revealed that its input was probably 0 : for some $i \neq z$, the posterior probability of $\boldsymbol{X}_{i}=0$ given $\boldsymbol{\Pi}=$ $\ell, \boldsymbol{Z}=z$ is constant. Since the prior is only $O(1 / k)$, this gives us a divergence of $\Omega(\log k)$ : specifically, if the posterior probability
of 0 is $p$, then

$$
\begin{align*}
& \mathrm{D}\left(\frac{\mu\left(\boldsymbol{X}_{i} \mid \boldsymbol{\Pi}=\ell, \boldsymbol{Z}=z\right)}{\mu\left(\boldsymbol{X}_{i} \mid \boldsymbol{Z}=z\right)}\right)  \tag{3}\\
& \begin{array}{l}
=\sum_{b=0,1}\left(\operatorname{Pr}\left[\boldsymbol{X}_{i}=b \mid \boldsymbol{\Pi}=\ell, \boldsymbol{Z}=z\right] .\right. \\
\left.\quad \cdot \log \frac{\operatorname{Pr}\left[\boldsymbol{X}_{i}=b \mid \boldsymbol{\Pi}=\ell, \boldsymbol{Z}=z\right]}{\operatorname{Pr}\left[\boldsymbol{X}_{i}=b \mid \boldsymbol{Z}=z\right]}\right) \\
=p \log \frac{p}{\frac{1}{k}}+(1-p) \log \frac{1-p}{1-\frac{1}{k}} \geq p \log k-H(p) \\
\geq p \log (k)-1 .
\end{array}
\end{align*}
$$

(As usual, we assume the convention that $0 \log 0=0$.) Plugging (4) into (2), with constant $p$, yields the lower bound. But first we must show that indeed many transcripts "point" to a player that received zero.

Finding zeroes. In order to analyze the posterior probabilities, we examine the structure of the protocol. As usual for this kind of proof, we use the fact that for any transcript, the probability of getting this transcript can be broken up into the product of functions that each depend only on the input to a single player:

Lemma 3 ([2]). For any transcript $\ell$, there exist functions $\left\{q_{i, b}^{\ell}\right\}_{i \in[k], b \in\{0,1\}}$ s.t. $\operatorname{Pr}[\Pi(X)=\ell]=\prod_{i=1}^{k} q_{i, X_{i}}^{\ell}$.
This is proven by an easy induction on rounds: at each point in the protocol, some player $i$ is next to speak. If the transcript so far is $\ell$, the probability of getting a particular extension $\ell m$ depends only on player $i$ 's random choices and its input $X_{i}$. Therefore we set $q_{i, X_{i}}^{\ell m}=q_{i, X_{i}}^{\ell} \cdot \operatorname{Pr}\left[\right.$ player $i$ sends $m$ on inputs $X_{i}$ after seeing $\left.\ell\right]$, and for each $j \neq i$ we set $q_{j, X_{j}}^{\ell m}=q_{j, X_{j}}^{\ell}$.

The probability that a particular transcript $\ell$ is generated when $\boldsymbol{X}_{i}=b$ is proportional to $q_{i, b}^{\ell}$. Therefore, the posterior probability that $\boldsymbol{X}_{i}=0$ given transcript $\ell$ is related to the ratio between $q_{i, 0}^{\ell}$ and $q_{i, 1}^{\ell}$ : intuitively, the larger $q_{i, 0}^{\ell}$ is with respect to $q_{i, 1}^{\ell}$, the more we are inclined to believe that $\boldsymbol{X}_{i}=0$ if we observe transcript $\ell$. Indeed, using Bayes' rule we can show:

Lemma 4. Suppose that $q_{i, 1} \neq 0$, and let $\alpha_{i}^{\ell}:=q_{i, 0}^{\ell} / q_{i, 1}^{\ell}$. For any transcript $\ell$ we have

$$
\begin{align*}
\operatorname{Pr}\left[\boldsymbol{X}_{i}=0 \mid \boldsymbol{\Pi}=\ell, \boldsymbol{Z} \neq i\right] & =\frac{q_{i, 0}^{\ell}}{q_{i, 0}^{\ell}+(k-1) q_{i, 1}} \\
& =\frac{\alpha_{i}^{\ell}}{\alpha_{i}^{\ell}+k-1} \geq \frac{\alpha_{i}^{\ell}}{\alpha_{i}^{\ell}+k} . \tag{5}
\end{align*}
$$

When $q_{i, 1}=0$, the posterior is of course 1 .
Notice that when $\alpha_{i}^{\ell}=\Omega(k)$ this posterior probability becomes constant. The factor of $\Omega(k)$ is needed to overcome the prior probability that $\boldsymbol{X}_{i}=0$, which is only $1 / k$.
"Good transcripts". Our task now is to show that for "many" transcripts $\ell$ we indeed have $\alpha_{i}^{\ell}=\Omega(k)$ for some $i \in[k]$. Not all transcripts satisfy this property: for example, the protocol can decide with probability $\epsilon$ to throw its hands up and do nothing. However, we will show that transcripts that do not point to a player that received zero contribute to the error of the protocol, and therefore the total probability of getting such a transcript cannot be large.

We focus our attention on inputs that have exactly two zeroes, and our "good transcripts" will also be chosen with respect to their
behavior on these inputs. Let $\mathcal{X}_{c}$ denote the set of inputs with $c$ zeroes for $c \in[k]$. Note that the correct answer for $\mathrm{AND}_{k}$ is 1 on inputs in $\mathcal{X}_{0}$ (there is only one such input, $1^{k}$ ) and 0 on inputs in $\mathcal{X}_{c}$ for $c \geq 1$.

Let $\pi_{2}$ be the distribution of transcripts conditioned on the input being in $\mathcal{X}_{2}$ :

$$
\pi_{2}(\ell)=\sum_{X \in \mathcal{X}_{2}}\left[\mu\left(X \mid \mathcal{X}_{2}\right) \prod_{i=1}^{k} q_{i, X_{i}}^{\ell}\right] .
$$

Let $L$ be the set of transcripts satisfying the following constraints: for each $\ell \in L$, the output of the protocol is 0 , and also

$$
\pi_{2}(\ell) \geq C \cdot \prod_{i=1}^{k} q_{i, 1}^{\ell}
$$

where $C$ is some large constant whose value will be chosen later. In other words, $L$ is the set of transcripts with output 0 which "strongly prefer" inputs with two zeroes over $1^{k}$. (In particular, these transcripts do not contribute much to the error of the protocol.)

To show that $L$ has large mass under $\pi_{2}$, let us partition the complement of $L$ into two sets $B_{0}, B_{1}$ based on the output value on each transcript. Neither set can be large:

- The transcripts in $B_{1}$ cannot have large mass under $\pi_{2}$ because they yield the wrong output (1) on all inputs in $\mathcal{X}_{2}$ :

$$
\begin{aligned}
\pi_{2}\left(B_{1}\right) & =\sum_{\ell \in B_{1}} \sum_{X \in \mathcal{X}_{2}} \mu\left(\left.X\right|_{\mathcal{X}_{2}}\right) \operatorname{Pr}[\boldsymbol{\Pi}=\ell \mid \boldsymbol{X}=X] \\
& =\frac{1}{\mu\left(\mathcal{X}_{2}\right)} \sum_{X \in \mathcal{X}_{2}} \mu(X) \sum_{\ell \in B_{1}} \operatorname{Pr}[\boldsymbol{\Pi}=\ell \mid \boldsymbol{X}=X] \\
& \leq \frac{1}{\mu\left(\mathcal{X}_{2}\right)} \sum_{X \in \mathcal{X}_{\geq 1}} \mu(X) \sum_{\ell \in B_{1}} \operatorname{Pr}[\boldsymbol{\Pi}=\ell \mid \boldsymbol{X}=X] \\
& \leq \frac{1}{\mu\left(\mathcal{X}_{2}\right)} \operatorname{Pr}[\Pi \text { outputs } 1] \leq \frac{\delta}{\mu\left(\mathcal{X}_{2}\right)} .
\end{aligned}
$$

- $B_{0}$ contains transcripts on which the output is 0 , but

$$
\pi_{2}(\ell)<C \cdot \prod_{i=1}^{k} q_{i, 1}^{\ell}
$$

These transcripts contribute to the error of the protocol on $1^{k}$ at least in proportion to their mass under $\pi_{2}$, and therefore they also cannot have large mass:

$$
\begin{aligned}
\operatorname{Pr}\left[\boldsymbol{\Pi}\left(1^{k}\right) \text { outputs } 0\right] & \geq \sum_{\ell \in B_{0}} \operatorname{Pr}\left[\boldsymbol{\Pi}\left(1^{k}\right)=\ell\right] \\
& =\sum_{\ell \in B_{0}} \prod_{i=1}^{k} q_{i, 1}^{\ell} \\
& >\sum_{\ell \in B_{0}} \pi_{2}(\ell) / C=\pi_{2}\left(B_{0}\right) / C
\end{aligned}
$$

and therefore $\pi_{2}\left(B_{0}\right)<C \cdot \delta$.
Together we have that assuming $C \cdot \delta<1 / 200$ and $\delta / \mu\left(\mathcal{X}_{2}\right)<$ $1 / 200$ (both constant requirements), $\pi_{2}\left(B_{0} \cup B_{1}\right)<1 / 100$. Note that we can choose $C$ arbitrarily large, and compensate by assuming a smaller error probability $\delta$.

For any transcript $\ell \in L$, we have

$$
\pi_{2}(\ell)=\sum_{X \in \mathcal{X}_{2}} \mu\left(X \mid \mathcal{X}_{2}\right) \prod_{i=1}^{k} q_{i, X_{i}}^{\ell} \geq C \prod_{i=1}^{k} q_{i, 1}^{\ell}
$$

Given membership in $\mathcal{X}_{2}$, all two-zero inputs are equally likely, so $\mu\left(\left.X\right|_{\mathcal{X}_{2}}\right)=\frac{1}{\binom{k}{2}}$ for any $X \in \mathcal{X}_{2}$. Note that for each $X \in \mathcal{X}_{2}$ we can write $\prod_{i=1}^{k} q_{i, X_{i}}^{\ell}=q_{j_{1}, 0}^{\ell} q_{j_{2}, 0}^{\ell} \cdot \prod_{i \neq j_{1}, j_{2}} q_{i, 1}^{\ell}$, where $j_{1} \neq$ $j_{2}$ are the two indices where $X$ has zero. Dividing both sides by $\prod_{i=1}^{k} q_{i, 1}^{\ell}$ (and renaming the indices for convenience), we obtain

$$
\frac{1}{\binom{k}{2}} \sum_{i<j} \alpha_{i}^{\ell} \alpha_{j}^{\ell} \geq C
$$

Because $\sum_{i<j} a_{i} a_{i} \leq\left(\sum_{i} a_{i}\right)^{2}$ for any sequence $a_{1}, \ldots, a_{N}$, we get that

$$
\begin{equation*}
\sum_{i} \alpha_{i}^{\ell} \geq \sqrt{\frac{k(k-1)}{2} \cdot C} \geq \sqrt{\frac{k^{2}}{4} \cdot C}=\frac{\sqrt{C}}{2} k \tag{6}
\end{equation*}
$$

That is, the sum of the coefficients is linear for each $\ell \in L$. However, we need to show that for many transcripts the maximum coefficient is linear, and this does not necessarily hold for all of $L$; for example, it could be that for half the values of $i$ we have $\alpha_{i}^{\ell}=\Omega(1)$, instead of having one value of $i$ for which $\alpha_{i}^{\ell}=\Omega(k)$. To eliminate such transcripts, we further restrict our attention to transcripts that are somewhat likely to appear when there are exactly two zeroes in the input, not more. For such transcripts, there are only two players that can be "pointed to", so only two coefficients can be large.

Formally, we focus our attention on the subset $L^{\prime} \subseteq L$ of transcripts $\ell$ satisfying

$$
\operatorname{Pr}\left[\boldsymbol{\Pi}=\ell \mid \boldsymbol{X} \in \mathcal{X}_{2}\right] \geq \frac{1}{2} \operatorname{Pr}\left[\boldsymbol{\Pi}=\ell \mid \boldsymbol{X} \in \mathcal{X}_{3}\right]
$$

that is, transcripts that "like" inputs with two zeroes not much less than inputs with three zeroes. We have $\pi_{2}\left(L^{\prime}\right) \geq \pi_{2}(L)-1 / 2$, because

$$
\begin{aligned}
\pi_{2}\left(L \backslash L^{\prime}\right) & =\sum_{\ell \in L \backslash L^{\prime}} \operatorname{Pr}\left[\boldsymbol{\Pi}=\ell \mid \boldsymbol{X} \in \mathcal{X}_{2}\right] \\
& \leq \frac{1}{2} \sum_{\ell \in L \backslash L^{\prime}} \operatorname{Pr}\left[\boldsymbol{\Pi}=\ell \mid \boldsymbol{X} \in \mathcal{X}_{3}\right] \leq \frac{1}{2}
\end{aligned}
$$

Now fix $\ell \in L^{\prime}$, and let us show that for some $i \in[k]$, the posterior probability of $X_{i}=0$ given $\ell$ is $\Omega(k)$ times the posterior probability of 1 . If there is some $i$ for which $q_{i, 1}^{\ell}=0$, then we are done, so assume that this is not the case. Because $\ell \in L^{\prime}$,

$$
\sum_{X \in \mathcal{X}_{2}} \mu\left(\left.X\right|_{\mathcal{X}_{2}}\right) \prod_{i=1}^{k} q_{i, X_{i}}^{\ell} \geq \frac{1}{2} \sum_{X \in \mathcal{X}_{3}} \mu\left(\left.X\right|_{\mathcal{X}_{3}}\right) \prod_{i=1}^{k} q_{i, X_{i}}^{\ell}
$$

that is,

$$
\begin{equation*}
\frac{1}{\binom{k}{2}} \sum_{i<j} \alpha_{i}^{\ell} \alpha_{j}^{\ell} \geq \frac{1}{2\binom{k}{3}} \sum_{i<j<m} \alpha_{i}^{\ell} \alpha_{j}^{\ell} \alpha_{m}^{\ell} . \tag{7}
\end{equation*}
$$

Now assume for the sake of contradiction that for a constant $C^{\prime}$ whose value will be fixed later, we have $\alpha_{i}^{\ell}<C^{\prime} k$ for each $i \in[k]$. Then

$$
\begin{aligned}
& 6 \sum_{i<j<m} \alpha_{i}^{\ell} \alpha_{j}^{\ell} \alpha_{m}^{\ell}=\left(\sum_{i} \alpha_{i}^{\ell}\right)^{3}-3 \sum_{i \neq j}\left(\alpha_{i}^{\ell}\right)^{2} \alpha_{j}^{\ell}-\sum_{i} \alpha_{i}^{3} \\
& >\left(\sum_{i} \alpha_{i}^{\ell}\right)^{3}-3 C^{\prime} k \sum_{i \neq j} \alpha_{i}^{\ell} \alpha_{j}^{\ell}-\left(C^{\prime}\right)^{2} k^{2} \sum_{i} \alpha_{i} \\
& \geq\left(\sum_{i} \alpha_{i}^{\ell}\right)^{3}-3 C^{\prime} k\left(\sum_{i} \alpha_{i}^{\ell}\right)^{2}-\left(C^{\prime}\right)^{2} k^{2} \sum_{i} \alpha_{i} .
\end{aligned}
$$

From (6) we know that $k \leq 2 \sum_{i} \alpha_{i}^{\ell} /(\sqrt{C})$, so

$$
\begin{aligned}
6 \sum_{i<j<m} \alpha_{i}^{\ell} \alpha_{j}^{\ell} \alpha_{m}^{\ell} & \geq\left(\sum_{i} \alpha_{i}^{\ell}\right)^{3}- \\
& -6 \frac{C^{\prime}}{\sqrt{C}}\left(\sum_{i} \alpha_{i}^{\ell}\right)^{3}-4 \frac{\left(C^{\prime}\right)^{2}}{C}\left(\sum_{i} \alpha_{i}\right)^{3}
\end{aligned}
$$

If we choose, e.g., $C^{\prime}<\sqrt{C} / 100$, we get that

$$
6 \sum_{i<j<m} \alpha_{i}^{\ell} \alpha_{j}^{\ell} \alpha_{m}^{\ell} \geq \frac{1}{2}\left(\sum_{i} \alpha_{i}^{\ell}\right)^{3} \stackrel{(6)}{\geq} \frac{1}{4} \sqrt{C} k\left(\sum_{i} \alpha_{i}^{\ell}\right)^{2}
$$

and therefore

$$
\frac{1}{2\binom{k}{3}} \sum_{i<j<m} \alpha_{i}^{\ell} \alpha_{j}^{\ell} \alpha_{m}^{\ell} \geq \frac{\sqrt{C}}{16 k^{2}}\left(\sum_{i} \alpha_{i}^{\ell}\right)^{2} .
$$

This gives us a lower bound on the right-hand side in (7). The left-hand side is bounded from above by

$$
\frac{1}{\binom{k}{2}} \sum_{i<j} \alpha_{i}^{\ell} \alpha_{j}^{\ell} \leq \frac{4}{k^{2}}\left(\sum_{i} \alpha_{i}^{\ell}\right)^{2}
$$

If we choose $C$ sufficiently large we obtain a contradiction to (7). Note that the value of $C^{\prime}$ is constrained only by the value of $C$, so by increasing $C$ (which requires only assuming a smaller error probability $\delta$ for the protocol) we can obtain an arbitrarily large lower bound $\max _{i} \alpha_{i}^{\ell} \geq C^{\prime} k$.

All together, we have now shown the following:
Lemma 5. Fix a constant probability $p \in(0,1)$, and let $c>0$ be a constant such that $c /(c+1) \geq p$. Then there exist constants $\delta, p \in(0,1)$ such that for any $k$, any protocol that solves $\mathrm{AND}_{k}$ with error at most $\delta$ has a set $L$ of transcripts such that $\pi_{2}(L) \geq p$, and for each $\ell \in L$ there is a player $i=i(\ell)$ with $\alpha_{i}^{\ell} \geq c k$.

Notice that by (5), for the player $i(\ell)$ from the lemma we have $\operatorname{Pr}\left[\boldsymbol{X}_{i(\ell)}=0 \mid \boldsymbol{\Pi}=\ell, \boldsymbol{Z} \neq i\right] \geq \alpha_{i(\ell)}^{\ell} /\left(\alpha_{i(\ell)}^{\ell}+k\right) \geq(c k) /(c k+$ $k) \geq p$, i.e., the posterior is constant. From (4), assuming $k \geq$ $2^{2 / p}$, for any $z \neq i(\ell)$,

$$
\begin{equation*}
\mathrm{D}\left(\frac{\mu\left(\boldsymbol{X}_{i(\ell)} \mid \boldsymbol{\Pi}=\ell, \boldsymbol{Z}=z\right)}{\mu\left(\boldsymbol{X}_{i(\ell)} \mid \boldsymbol{Z}=z\right)}\right) \geq p \log k-1 \geq(p / 2) \log k \tag{8}
\end{equation*}
$$

so we are "very surprised" by the posterior distribution of $\boldsymbol{X}_{i(\ell)}$ given $\Pi$. Now recall that this is lower bound on the divergence is what we needed to show: by Lemma 2, together with some technical details that are omitted here, we obtain $\mathrm{I}_{\mu}(\boldsymbol{\Pi} ; \boldsymbol{X} \mid \boldsymbol{Z}) \geq$ $\Omega(\log k)$, completing the proof.

Theorem 1. For the distribution $\mu$ we described and a sufficiently small $\delta, \mathrm{CIC}_{\mu}\left(\mathrm{AND}_{k}, \delta\right) \geq \Omega(\log k)$.

Corollary 1. By Lemma 1 we have $\operatorname{CIC}_{\mu^{n}}\left(\operatorname{DiSJ}_{n, k}, \delta\right) \geq$ $\Omega(n \log k)$, and hence $\mathrm{CC}_{\delta}\left(\mathrm{DISJ}_{n, k}\right) \geq \Omega(n \log k)$.

We now show that computing $\mathrm{AND}_{k}$ requires $\Omega(k)$ bits of communication, which also implies a lower bound of $\Omega(k)$ on $\operatorname{DISJ}_{n, k}$. This is an easy argument which does not require information complexity.

Lemma 6. For any constant error parameter $\epsilon \in(0,1 / 3)$ we have $\mathrm{CC}_{\epsilon}\left(\mathrm{AND}_{k}\right)=\Omega(k)$.

Proof. By the easy direction of Yao's minimax principle [30], it is sufficient to show that for some input distribution $\mu$ we have $\mathrm{D}_{\epsilon}^{\mu}\left(\mathrm{AND}_{k}\right)=\Omega(k)$, that is, any deterministic protocol that errs with probability at most $\epsilon$ on inputs drawn from $\mu$ uses $\Omega(k)$ bits of communication.

Fix $\epsilon^{\prime}>\epsilon$ such that $\epsilon /\left(1-\epsilon^{\prime}\right)<1 / 2$. Consider the following input distribution $\mu$ : with probability $\epsilon^{\prime}>\epsilon$, all players receive 1 , and with probability $1-\epsilon^{\prime}$, one random player receives 0 and the other players receive 1 .

Fix a deterministic protocol $\Pi$ for $\mathrm{AND}_{k}$. Let $p_{1}, \ldots, p_{\ell}$ be the order in which players speak when the input is $1^{k}$, and assume for the sake of contradiction that $\ell<\left(1-\epsilon /\left(1-\epsilon^{\prime}\right)\right) \cdot k$.

If $\Pi\left(1^{k}\right)=0$, then $\Pi$ 's error under $\mu$ is $\epsilon^{\prime}>\epsilon$, so we can assume that $\Pi\left(1^{k}\right)=1$. Let $\mathcal{E}$ be the event that the input is not $1^{k}$, but all of the players $p_{1}, \ldots, p_{\ell}$ receive 1 . We have $\operatorname{Pr}_{\mu}[\mathcal{E}]=\left(1-\epsilon^{\prime}\right)$. $(1-\ell / k)>\epsilon$. But when $\mathcal{E}$ occurs, the transcript of $\Pi$ is identical to its transcript on $1^{k}$, as $\Pi$ is deterministic and all players that speak when the input is $1^{k}$ still receive 1 (in particular, the order of players that speak also remains the same under $\mathcal{E}$ ). Therefore with probability $>\epsilon$ the protocol outputs the wrong answer.

## 5. MATCHING UPPER BOUND FOR SET DISJOINTNESS

We now describe a deterministic protocol for DISJ $_{n, k}$ with communication complexity $O(n \log k+k)$, which, in light of the lower bounds above, is optimal even for randomized algorithms. The protocol improves upon the naive version described in the introduction: the players attempt to convince themselves that $\bigcap_{i=1}^{k} X_{i}=\emptyset$ by writing on the board the indices of coordinates $i \in[n]$ where their input is zero; these coordinates cannot be in the intersection. To reduce the amount of communication, players never write on the board a coordinate that already appears on the board, and we also "pack together" coordinates: instead of writing them one-byone, which requires $\Theta(\log n)$ bits per coordinate, we write batches of many coordinates simultaneously, encoding them as a set. This reduces the amortized cost per coordinate to $\Theta(\log k)$.

The protocol runs in cycles, where in each cycle some prefix of the players $1, \ldots, k$ each speak exactly once, in order, and the remaining players do not speak. Let $Z_{i}$ be the set of coordinates that do not appear on the board at the beginning of cycle $i$, and let $z_{i}:=\left|Z_{i}\right|$. Notice that if the input sets are indeed disjoint, then by the pigeonhole principle, at least one player has at least $z_{i} / k$ zero coordinates that do not appear on the board ("new zeroes").

Suppose that at the beginning of cycle $i$ we still have $z_{i} \geq k^{2}$. When it is the turn of player $j$ to speak, if player $j$ has at least $z_{i} / k$ new zeroes, then it chooses $z_{i} / k$ of them and writes them on the board, encoded as a subset of $Z_{i}$. The number of possible subsets is $\left(\begin{array}{c}z_{i} / k\end{array}\right) \leq\left(\left(z_{i} e\right) /\left(z_{i} / k\right)\right)^{z_{i} / k}=(e k)^{z_{i} / k}$, so encoding one subset requires $\left(z_{i} / k\right) \log (e k)$ bits (i.e., the amortized cost per coordinate written is $\log (e k)$ ). If player $j$ does not have $z_{i} / k$ new zeroes to contribute, it writes a single bit on the board indicating this ("pass"), and we move on to the next player.

When at the beginning of some cycle $i$ we have $z_{i}<k^{2}$, each player simply writes all its new zeroes on the board in the naive encoding (as elements of $Z_{i}$ ). This requires $O(\log k)$ bits per coordinate.

The protocol ends when one of the following occurs: if at any point all coordinates appear on the board, then the players halt and output "disjoint". Otherwise, if a complete cycle goes by in which all players pass, then the players halt and output "non-disjoint". Also, if we reach a cycle $i$ with $z_{i}<k^{2}$, and at the end of the cycle
not all coordinates appear on the board, then the players output "non-disjoint".

THEOREM 2. The protocol describes above solves DISJ $_{n, k}$ in $O(n \log k+k)$ bits of communication.

## 6. ON INTERACTIVE COMPRESSION FOR THE BROADCAST MODEL

The issue of compression is at the heart of information theory: can we condense messages (or, in the interactive case, protocols) to their information content? For the case of one-way transmission we know that the answer is yes, both for the amortized per-message cost in the limit as the number of messages (called the block size) goes to infinity [27] and also for just a single message [20].

In the interactive setting, it is known that a single instance of any protocol can be compressed to nearly its external information cost [3], while for amortized compression with an infinite block size (i.e., as the number of copies goes to infinity) we can achieve even better compression, to a measure called the internal information cost [7]. ${ }^{2}$ Let us discuss each of these goals in the $k$-party broadcast model.

Single-shot compression. In [3] it is shown that a two-party protocol $\Pi$ with communication complexity $C$ and external information cost $I$ can be simulated (compressed) by a protocol with communication $O(I \cdot \log C)$. (External information for two players is given by Definition 6 for $k=2$.) However, we observe that we cannot achieve such compression for the general multiparty case in the blackboard model: we already noted that the function $\mathrm{AND}_{k}$ requires $\Omega(k)$ bits of communication under some distribution. We now observe that $\mathrm{IC}_{\mu}\left(\mathrm{AND}_{k}\right) \leq O(\log k)$ for any distribution $\mu$ : we can solve $\mathrm{AND}_{k}$ by a protocol $\Pi$, where the players go in order and write their input on the board, until we find a player whose input was 0 (in which case we halt), or have seen that all players had 1 . The entropy of the transcript of $\Pi$ is $O(\log k)$, because we can encode it by writing the index of the first player that wrote 0 , or $\perp$ if there is no such player. Therefore $\mathrm{IC}_{\mu}\left(\mathrm{AND}_{k}\right) \leq \mathrm{I}(\boldsymbol{\Pi} ; \boldsymbol{X}) \leq H(\boldsymbol{\Pi}) \leq O(\log k)$.

This demonstrates that the $\mathrm{AND}_{k}$ function cannot be compressed to its external information cost: there is a gap of $\Omega(k / \log (k))$ between its communication and information complexity. It is not clear whether or not this gap is the largest possible, but it seems reasonable that any function can be compressed to no more than $k$ times its external information cost, with a possible polylogarithmic dependence on the communication complexity (as in [3]).

Amortized compression. Let $T\left(f^{n}, \epsilon\right)$ be the task of computing $f$ on $n$ independent inputs with marginal error $\epsilon$ on each instance. It is not difficult to extend the compression protocol from [7] (which is designed for a different notion of information cost, internal information [4]) to the external information of protocols in the $k$-party broadcast model, obtaining the following result:

[^2]THEOREM 3. For any function $f$, error parameter $\epsilon \in(0,1)$ and distribution $\mu$,

$$
\lim _{n \rightarrow \infty} \frac{\mathrm{D}_{\mu^{n}}\left(T\left(f^{n}, \epsilon\right)\right)}{n} \leq \mathrm{IC}_{\mu}(f, \epsilon)
$$

(For two players, external information is bounded from below by internal information, the notion used in [7], so our result does not improve on theirs for the two-party case. However, the notion used in [7] does not extend to the multiparty broadcast model for $k>2$.)

We give a high-level overview of the compression scheme. This is a simplified version of the protocol from [7]. A similar but somewhat less explicit construction is given in [18].

Fix a protocol $\Pi$, and assume for simplicity that it has a fixed number of rounds and the players speak in an order that is fixed in advance (our result does not require these assumptions). Let $\boldsymbol{M}_{1}, \ldots, \boldsymbol{M}_{r}$ be random messages representing the messages of the protocol, where each message $\boldsymbol{M}_{j}$ is sent by player $i_{j}$. The randomness is over both the input distribution and the private and public randomness of the protocol.

Using the chain rule for mutual information, the information cost of $\Pi$ can be seen to accumulate over rounds as follows:

$$
\mathrm{IC}(\Pi)=\mathrm{I}(\boldsymbol{\Pi} ; \boldsymbol{X})=\sum_{j=1}^{r} \mathrm{I}\left(\boldsymbol{M}_{j} ; \boldsymbol{X} \mid \boldsymbol{M}_{<j}\right)
$$

in other words, the information we learn from observing $\boldsymbol{\Pi}$ is the information we learn from the first message, plus the information we learn from the second message given what we already learned from the first, and so on. Moreover, since message $\boldsymbol{M}_{j}$ is sent by player $i_{j}$ and depends only on $i_{j}$ 's input and the transcript so far, $\boldsymbol{M}_{j}$ conveys no information about the other players' inputs given $\boldsymbol{M}_{<j}$, so in fact

$$
\begin{aligned}
& \mathrm{IC}(\Pi)=\sum_{j=1}^{r} \mathrm{I}\left(\boldsymbol{M}_{j} ; \boldsymbol{X}_{i_{j}} \mid \boldsymbol{M}_{<j}\right) \\
& \stackrel{(1)}{=} \sum_{j=1}^{r} \underset{\boldsymbol{m}_{<j}, \boldsymbol{x}_{i_{j}}}{\mathbb{E}} \mathrm{D}\left(\frac{\mu\left(\boldsymbol{M}_{j} \mid \boldsymbol{X}_{i_{j}}=\boldsymbol{x}_{i_{j}}, \boldsymbol{M}_{<j}=\boldsymbol{m}_{<j}\right)}{\mu\left(\boldsymbol{M}_{j} \mid \boldsymbol{M}_{<j}=\boldsymbol{m}_{<j}\right)}\right) .
\end{aligned}
$$

We can interpret this as follows: in each round $j$, player $i_{j}$ generates message $\boldsymbol{M}_{j}$ from a distribution $\eta$ that depends on the transcript so far, $\boldsymbol{M}_{<j}$, and on its input $\boldsymbol{X}_{i_{j}}$. An external observer who has seen $\boldsymbol{M}_{<j}$ but does not know $\boldsymbol{X}$ can try to predict the next message $\boldsymbol{M}_{j}$; let $\nu$ be the distribution representing the external observer's prediction. ${ }^{3}$ The information revealed about $\boldsymbol{X}_{i_{j}}$ in round $j$ corresponds to the observer's ability to predict $\boldsymbol{M}_{j}$ : the closer $\nu$ is to $\eta$, the less "surprised" the observer is when it sees $\boldsymbol{M}_{j}$, and the less information it learns. Therefore, in protocols that do not reveal a lot of information, the observer knows a prior distribution $\nu$ that is already fairly close to the true distribution $\eta$ of the next message, and we can use this fact to compress the next message. Note that all players are able to compute the prior $\nu$ of the external observer (it depends only on $\boldsymbol{M}_{i_{j}}$ ). However, only player $i_{j}$ knows the true distribution $\eta$.

Before proceeding it will be useful to review an elementary form of rejection sampling. Suppose we have a distribution $\eta$ over some domain $U$, and we wish to sample from $\eta$, but we are only able to sample uniform random variables. One way to sample from $\eta$ is to generate an infinite sequence of two-dimensional points $\left(\boldsymbol{x}_{1}, \boldsymbol{p}_{1}\right),\left(\boldsymbol{x}_{2}, \boldsymbol{p}_{2}\right), \ldots$ uniformly distributed in $U \times[0,1]$, select

[^3]the first point $i$ that falls under the curve of $\eta$ - that is, satisfies $\eta\left(\boldsymbol{x}_{i}\right)>\boldsymbol{p}_{i}$ - and output $\boldsymbol{x}_{i}$. It is not difficult to see that this generates the correct distribution $\eta$, since given $\boldsymbol{x}_{i}=x$, the probability that point $i$ falls under the curve of $\eta$ is exactly $\eta(x)$. Moreover, the probability for any given point to fall under the curve is $1 /|U|$, so the expected number of points we need before finding a good point is $U$.

In the compressed protocol we simulate round $j$ as follows. We let $U$ be the set of possible next messages (the domain of $\boldsymbol{M}_{j}$ ), and we publicly sample points $\left(\boldsymbol{x}_{1}, \boldsymbol{p}_{1}\right),\left(\boldsymbol{x}_{2}, \boldsymbol{p}_{2}\right), \ldots$ uniformly distributed in $U \times[0,1]$ using public randomness. Player $i_{j}$, who knows the true distribution $\eta$ of the next message, selects the first point that falls under the curve of $\eta$. The other players do not know $\eta$, but they do know some prior $\nu$, which is also known to player $i_{j}$. If $\nu$ is close to $\eta$, then the other players already have some idea of which points player $i_{j}$ might have selected. Instead of writing the message on the board as it would in the original protocol, player $i_{j}$ writes some information on the board to help the other players learn exactly which point it selected, using its knowledge of both $\eta$ and $\nu$. The closer $\nu$ is to the true distribution $\eta$, the less player $i_{j}$ will need to write on the board.

Let $a_{\ell}=\left(x_{\ell}, p_{\ell}\right)$ be the point selected by player $i_{j}$. First, player $i_{j}$ writes on the board the value $\lceil i /|U|\rceil$. This requires a small number of bits, because $i$ is a binomial random variable with expectation $|U|$. Let $P$ be the set of points with indices $i^{\prime}$ such that $\left\lceil i^{\prime} /|U|\right\rceil=\lceil i /|U|\rceil$; all players restrict their attention to points in the set $P$, whose size is $|U|$.

Next player $i_{j}$ writes the $\log$-ratio $s=\left\lceil\log \left(\eta\left(x_{\ell}\right) / \nu\left(x_{\ell}\right)\right)\right\rceil .{ }^{4}$ This requires roughly $\log \log \left(\eta\left(x_{\ell}\right) / \nu\left(x_{\ell}\right)\right)$ bits, using a variablelength encoding. All other players now scale up their prior $\nu$ by $2^{s}$, and eliminate all points that do not fall under the scaled curve $2^{s} \cdot \nu$ from consideration, since we know that $p_{\ell}<\eta\left(x_{\ell}\right) \leq 2^{s} \cdot \nu\left(x_{\ell}\right)$. Let $P^{\prime} \subseteq P$ be the remaining set (see Figure 1).

This is not sufficient to narrow the candidate pool down to a single point; indeed, the expected number of points in $P^{\prime}$ is $2^{s}$, because there are $|U|$ points in $P$ and each one falls under the curve $2^{s} \cdot \nu$ with probability $2^{s} /|U|$. However, player $i_{j}$ knows the set $P^{\prime}$, and it now simply writes the index of the point it selected inside the set $P^{\prime}$ (that is, if $P^{\prime}=\left\{a_{t_{1}}, \ldots, a_{t_{m}}\right\}$ then player $i_{j}$ writes the index $c$ such that $t_{c}=\ell$ ). Since we expect that $\left|P^{\prime}\right| \approx 2^{s}$, this requires roughly $s$ bits. Now all players know which point was selected by player $i_{j}$, and we can continue on to the next round.

More formally, the sampling procedure can be summarized as follows:

Lemma 7. Suppose that all players are given a distribution $\eta$ over some universe $\mathcal{U}$, and in addition, player $i$ is given a distribution $\nu$ over $\mathcal{U}$. Fix $\epsilon \in(0,1)$. Then there is a protocol $\Theta$, at the end of which player $i$ outputs an element $\boldsymbol{X} \sim \eta$, and the other players all output the same element $\boldsymbol{Y}$, with the property that for each $x \in \mathcal{U}, \operatorname{Pr}[\boldsymbol{X}=\boldsymbol{Y} \mid \boldsymbol{X}=x] \geq 1-\epsilon$. The expected communication of $\Theta$ is $\mathrm{D}(\nu \| \eta)+O(\log \mathrm{D}(\nu \| \eta)+\log (1 / \epsilon))$.
As mentioned above, this result is proven slightly differently in [18].
Using this lemma repeatedly, we can sample an entire transcript of $\Pi$ using communication $\mathrm{IC}(\Pi)+O(\log \mathrm{IC}(\Pi))+O(r \cdot \log (1 / \epsilon))$, where $r$ is the number of rounds in $\Pi$. (The cost is obtained by summing over the costs of the individual rounds as bounded in Lemma 7, using the log-sum inequality to move the sum inside the $\log$ in the second term.)

Now suppose we are given $n$ independent inputs drawn from $\mu$, and we solve $T\left(f^{n}, \delta\right)$ by running $n$ independent instances of $\Pi$

[^4]

Figure 1: Illustration for the sampling procedure. The thick curve is the true distribution $\eta$, the thin curve is the prior $\nu$, and the dashed curve is the scaled prior $2^{s} \cdot \nu$. In this example, player $i_{j}$ will select point 3 to output, and the candidates that will be considered by the other players are $P^{\prime}=$ $\{1,3,4,5,8,9\}$. Player $i_{j}$ will send ' 2 ' to indicate that the second point in $P^{\prime}$, point 3 , should be selected.
in parallel: first we execute the first round of $\Pi$ on each of the instances, then the next round, and so on. The resulting protocol has the same number of rounds $r$ that $\Pi$ has, and since the copies are independent, its information cost is $n \cdot \mathrm{IC}(\Pi)$. (It is crucial that when we execute $\Pi$ in parallel on the different instances so that the number of rounds does not increase.) We can compress the $n$-fold protocol using the scheme outlined above, reducing its communication complexity to

$$
C:=n \cdot \mathrm{IC}(\Pi)+r \cdot O(\log (n \cdot \mathrm{IC}(\Pi))+\log (1 / \epsilon)),
$$

and $C / n \rightarrow \mathrm{IC}(\Pi)$ as $n$ tends to infinity, as desired. (This informal presentation glosses over many details, including how to handle the additional error incurred during compression. They will appear in the full version of the paper.)

It is not clear whether the compression result of Theorem 3 is tight in general, but it is tight for product distributions.

Theorem 4. For any function $f$, error parameter $\epsilon \in(0,1)$ and product distribution $\mu$,

$$
\lim _{n \rightarrow \infty} \frac{\mathrm{D}_{\mu^{n}}\left(T\left(f^{n}, \epsilon\right)\right)}{n}=\mathrm{IC}_{\mu}(f, \epsilon)
$$

Proof sketch. Since $\mathrm{D}_{\eta}(g, \epsilon) \geq \mathrm{IC}_{\eta}(g, \epsilon)$ for any task $g$ and distribution $\eta$, to prove the theorem it suffices to show that $\mathrm{IC}_{\mu^{n}}\left(T\left(f^{n}, \epsilon\right)\right) \geq n \cdot \mathrm{IC}_{\mu}\left(T\left(f^{n}, \epsilon\right)\right)$ when $\mu$ is a product distribution. (The other direction is given by Theorem 3.) This is very similar to the direct sum result from [2], given in Lemma 1: indeed, it is even simpler to show than the statement in Lemma 1, because here we compare the information cost of actually solving $n$ independent copies to the cost of solving one copy, whereas in Lemma 1 we compared the cost of computing the disjunction on $n$ copies to the cost of solving a single copy. To show that $\mathrm{IC}_{\mu^{n}}\left(T\left(f^{n}, \epsilon\right)\right) \geq n \cdot \mathrm{IC}_{\mu}\left(T\left(f^{n}, \epsilon\right)\right)$ for a product distribution $\mu$ we can apply the same proof used to show Lemma 1 in [2], using an "empty variable" as our auxiliary variable $\boldsymbol{D}$.

Characterizing the exact cost of one-shot compression and of compression with infinite block length in the broadcast model remain open questions.
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[^1]:    ${ }^{1}$ This requirement may seem odd: if we fix the output of $\mathrm{AND}_{k}$ to zero, how can the distribution be hard for the protocol? The answer is that the protocol must be correct w.h.p. on any input, even inputs that are not in the support. The distribution is used only to analyze the information cost of the protocol, not its correctness.

[^2]:    ${ }^{2}$ Compressing a protocol $\Pi$ to some cost $T$ means constructing another protocol $\Theta$, whose communication complexity is $T$, such that given inputs $\boldsymbol{X}, \boldsymbol{Y}$, the players can use $\Theta$ to sample from a distribution close to the distribution of $\Pi$ 's transcript $\boldsymbol{\Pi}(\boldsymbol{X}, \boldsymbol{Y})$. The players are not charged for writing out the transcript of $\Pi$ that they sampled, only for the communication they exchange in order to agree on the sample. This is generalized to multiple players in the natural way.

[^3]:    ${ }^{3}$ Formally, to sample from $\nu$, one samples $\boldsymbol{X}_{i_{j}}$ from its distribution given $\boldsymbol{M}_{<j}$ and then computes $\boldsymbol{M}_{j}$.

[^4]:    ${ }^{4}$ It may happen that $\nu\left(x_{\ell}\right)<\eta\left(x_{\ell}\right)$ and the logarithm is negative, but this will not be a problem.

