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We consider a family of sequent systems with “well-behaved”
logical rules in which the cut rule and/or the identity-axiom are
not present. We provide a semantic characterization of the log-
ics induced by these systems in the form of non-deterministic
three-valued or four-valued matrices. The semantics is used to
study some important proof-theoretic properties of these sys-
tems. These results shed light on the dual semantic roles of the
cut rule and the identity-axiom, showing that they are both cru-
cial for having deterministic finite-valued semantics.*
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1 INTRODUCTION

The family of canonical sequent systems was introduced and studied in [3].
The authors intended to formalize an important tradition in the philosophy
of logic, according to which logical connectives are defined by well-behaved
syntactic derivation rules. For this matter, the notion of a canonical rule was
introduced (roughly speaking, that is a derivation rule in which exactly one
occurrence of a connective is introduced and no other connective is men-
tioned). Canonical systems were in turn defined as sequent systems in which:
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* A preliminary short version of the results of this paper was published at the 2012 IEEE
International Symposium on Multiple-Valued Logic [9].



(i) all logical rules are canonical; (ii) the two identity rules (the cut rule
and the identity-axiom) and all usual structural rules (contraction, weaken-
ing, etc.) are included. The most prominent example of a canonical system
is of course (the propositional fragment of) Gentzen’s LK (the usual sequent
system for classical logic). However, (infinitely) many more sequent systems
belong to this family (a particularly useful one was recently suggested in [7]).

The study of canonical systems in [3] (see also [4]) mainly concerned a
general soundness and completeness theorem, providing semantics for these
systems in the form of two-valued non-deterministic matrices (Nmatrices) —a
simple generalization of ordinary two-valued matrices. Unlike ordinary ma-
trices, valuation functions in Nmatrices are allowed to non-deterministically
choose the truth-value of some compound formulas out of some set of options.
Non-determinism was proven to be inevitable to handle cases involving non
truth-functional logics, where the meanings of compound formulas might not
be uniquely determined by the meanings of their subformulas.

Given canonical system, the construction of an Nmatrix (in [3]) is mod-
ular, allowing to separate the semantic effect of each logical rule. Indeed,
an addition of a logical (canonical) rule for some connective ¢ results in a
simple refinement of the Nmatrix, reducing the level of non-determinism in
the truth-table of ©. However, while the semantic role of the logical rules
is well-understood, the role of the two identity rules in canonical systems
has not yet been studied. This is the subject of the current paper. We first
define semi-canonical systems, which are obtained from canonical systems
by omitting the cut rule and/or the identity-axiom. Then we study the se-
mantics of logics induced by semi-canonical systems. As in canonical sys-
tems, we show that it cannot be captured using ordinary finite-valued ma-
trices. But, unlike in the case of canonical systems, this is not a result of
having non truth-functional connectives (in fact, even the semantics of LK
without cut and/or identity-axiom cannot be given by ordinary finite-valued
matrices). On the other hand, semantics for these logics can be provided us-
ing finite-valued (actually, three or four valued) Nmatrices. We show how
to algorithmically construct these Nmatrices from the derivation rules of a
given semi-canonical system. Finally, we prove some proof-theoretic proper-
ties of canonical and semi-canonical systems, demonstrating that the Nmatrix
semantics is easily applicable for this matter. This includes a general strong
cut-admissibility theorem for a large family of semi-canonical systems with-
out identity-axioms.



Related Work Semantics for sequent systems without cut or identity-axiom
was studied before. Following Schiitte (see [10]), Girard (in [6]) studied
the cut-free fragment of LK, and provided semantics for this fragment us-
ing (non-deterministic) three-valued valuations.! Together with better un-
derstanding of the semantic role of the cut rule, this three-valued semantics
was applied for proving several generalizations of the cut-elimination theo-
rem (such as Takeuti’s conjecture, see [6]). Later, the axiom-free fragment
of LK was studied by Hosli and Jédger in [8]. As noted in [8], axiom-free
systems play an important role in the proof-theoretic analysis of logic pro-
gramming and in connection with the so called negation as failure. Hosli and
Jager provided a dual (non-deterministic) three-valued valuation semantics
for axiom-free derivability in LK. With respect to [6] and [8], the current
work contributes in four main aspects:

1. Our results apply to the broad family of semi-canonical systems, of
which the cut-free and the axiom-free fragments of LK are just par-
ticular examples. For these systems, we obtain practically the same
semantics that was suggested in [6] and [8].

2. While the focus of [6] and [8] was on derivability between sequents,
we also study the consequence relation between formulas induced by
cut-free and axiom-free systems.

3. We formulate the two kinds of three-valued valuation semantics in-
side the well-studied framework of (three-valued) Nmatrices, exploit-
ing some known general properties of Nmatrices.

4. In [8], it seems that the two dual kinds of three-valued valuation se-
mantics cannot be combined. However, in this paper we show that
a combination of them is obtained using four-valued Nmatrices. To
the best of our knowledge, systems with neither cut nor identity-axiom
were not studied before.

It should be mentioned, however, that [6] and [8] concerned also the usual
quantifiers of LK, while we only investigate propositional logics, leaving the
more complicated first-order case (and beyond) to a future work.

T Note that cut-elimination implies that provability and cut-free provability coincide for LK.
However, it is well-known that cut-elimination fails in the presence of extra “non-logical” axioms
(assumptions), and so the derivability relation induced by LK (which allows non-empty set of
assumptions) is different from the one induced by its cut-free fragment.



2 LOGICS AND SEQUENT SYSTEMS

In what follows, £ denotes a propositional language, and Frm, denotes its
set of wifs. We assume that p;, ps, . . . are the atomic formulas of any propo-
sitional language. An L-substitution is a function ¢ : Frm; — Frmg, such
that o(o(¢1,...,%¥n)) = o(c(¥1),...,0(,)) for every n-ary connective ¢
of L. Substitutions are extended to sets of formulas in the obvious way.

Definition 1. A relation \- between sets of L-formulas and L-formulas is:

Reflexive: if T & 4 whenever i) € T.

Monotone: if T' &+ whenever T =4 and T C T.

Transitive: if T, 7'+ o whenever T = and T' 4 F .

Structural: if o(T) b a() for every L-substitution o whenever T + 1.
Finitary: if T' + 4 for some finite T C T whenever T + 1.
Consistent: if T 1/ 4 for some non-empty T and 1.

Definition 2. A relation between sets of L-formulas and L-formulas which is
reflexive, monotone and transitive is called a Tarskian consequence relation
(tcr) for L. A (Tarskian propositional) logic is a pair (L,F), where L is a
propositional language, and &= is a structural, finitary, consistent tcr for L.

The proof-theoretical way to define logics is based on a notion of a proof
in some formal deduction system. In this paper we study sequent systems,
these are axiomatic systems that manipulate higher-level constructs, called
sequents, rather than the formulas themselves. There are several variants of
what exactly constitutes a sequent. Here it is convenient to define sequents as
expressions of the form I' = A, where I" and A are finite sets of formulas,
and = is a new symbol, not occurring in £.* Each sequent system induces
a derivability relation between sets of sequents and sequents. We shall write
S kg’ s if the sequent s is derivable in a sequent system G from a set S of
sequents. The sequents of S are called assumptions. If F&? s (or formally,
0 EE? s), we say that s is provable in G.

All systems studied in this paper include the weakening rule (Weak) — the
derivation rule allowing to infer a sequent of the form IV, T" = A, A’ from
I' = A. In addition, usual systems include the following identity rules:

¥ The sequent systems considered in this paper are all fully-structural, as they include the
usual exchange, contraction and expansion rules (by expansion, we mean here the sequent rules
allowing to “duplicate” formulas on both sides). For this reason, it is most convenient to define
sequents using sets, so these structural rules are built-in and not included explicitly.



Definition 3. The cut rule (Cut) is a derivation rule allowing to infer a se-
quent of the form 'y, Ty = Ay, Ay from the sequents Iy = o, A1 and
Lo, o = Ag (p is called the cut-formula). The identity-axiom (Id) is a rule
allowing to infer sequents of the form ¢ = ¢ (without premises).

We shall refer to sequent systems that include (Cut) as (+C)-systems. Sim-
ilarly, (+A)-systems are sequent systems that include (Id). We also use (-C),
(=2), and their combinations. For example, (-C—A)-systems are sequent sys-
tems that include neither (Cut) nor (Id). In particular, (the propositional frag-
ment of) Gentzen’s system LK for classical logic is a (+C+A)-system.

Notation 1. Given a (+C)-system G, G—C is the system obtained from G by
omitting (Cut). Similarly, G-A stands for omitting (Id), and G —C—-A stands
for omitting both (Cut) and (Id). G+C, G+A, G+C+A are defined similarly.

Recall that sequent systems are a tool to handle consequence relations.
The consequence relation induced by a given system is defined as follows:

Definition 4. Given a sequent system G, a set T of formulas and a formula
e:Treeif{=v|veTrg'= ¢

It is clear that ¢ is a finitary tcr for every sequent system G. Its struc-
turality and consistency depend on G.

Remark 1. There is another natural way to obtain a relation between sets
of formulas and formulas from a given sequent system (see [1]), that is to
define that T Fa ¢ if b&* T = ¢ for some finite T C T. It is easy to
see that in many natural (+C+A)-systems the two definitions are equivalent
(this holds for monotone and pure (+C+A)-systems, see [1]). The current pa-
per, however, is about (—C)-systems and (—A)-systems, where the situation is
different. Obviously, for every sequent system the definition above also leads
to a monotone and finitary relation. Its reflexivity and transitivity, however,
are not guaranteed. Note that the two definitions are also inequivalent in
usual sequent systems for first-order logics, where they provide two natural
consequence relations.

3 CANONICAL AND SEMI-CANONICAL SEQUENT SYSTEMS

The framework of sequent systems described above is perhaps too broad to
obtain any interesting general results. We put our focus on narrower families
of sequent systems with “well-behaved” derivation rules. First we review the
family of canonical systems, defined in [3].



Definition 5. An n-clause is a sequent consisting only of atomic formulas
from {p1,...,pn}

Definition 6. A canonical rule for an n-ary connective ¢ of L is an expression
of the form S/C, where S is a finite set of n-clauses (called premises), and
C' (the conclusion) is either = o(p1,...,pn) (in canonical right rules) or
o(p1, ..., Dn) = (in canonical left rules). An application of a canonical right
rule {Ily = 3q,..., I, = X}/ = o(p1, ..., pn) is any inference step of
the following form:

F17O'(H1) = 0'(21),A1 - Fm,O(Hm) = O’(Em),Am
Fl,...,l"m = O'(O(pl,...7pn>),A1,...,Am

where o is an L-substitution, and Ty, ..., Ty, Ay, ..., A, are arbitrary fi-
nite sets of formulas. Applications of left rules are defined similarly.

Example 1. The usual derivation rules for the classical connectives can all
be presented as canonical rules. For D, N\ and — we have the following rules:

O=){=p,p2=}/p1Dp2= (=D){p1=p2}/=p1Dp2
(A =){p1,p2 =}/p1 Ap2 = (=N{=p1,=>p} =pAp2
(==){=pn}/n= (= )=}/ =m

Applications of these rules have the form (respectively):

F1:>¢»A1 FQ»@:AQ Faw:>S07A
', T2,9 D= A1, A F=¢D2¢pA

Fa¢a@:>A F1:>¢3A1 F2:>503A2
F7¢A<P:>A FlaFQ:wASO)AlaAQ

r=vy,A Tyv=A
r,—y=A I'=s -, A

Example 2. An alternative implication, called primal-implication and de-
noted here by ~~, was studied in [7], and showed to be useful in certain
applications. It is defined by the following two canonical rules:

(=) {=p1.p2 =}/ p2= (5){=p2}/=p1~p
Applications of these rules have the form (respectively):

I'y=9,A1 Toyo= Ay I'=p A
F17F271/}W90:>A17A2 FZ}QZ)W@7A




Definition 7. A sequent system is called canonical if it includes (Weak), (Cut),
(Id), and each of its other rules is a canonical rule.

The structure of the rules of canonical systems ensures that |- is structural
for every canonical system G. Clearly, the propositional fragment of LK can
be presented as a canonical system. Many more canonical systems can be
introduced with various new connectives. Not all combinations of canonical
rules, however, are meaningful. A natural demand is that the premises of a
right and a left rule for the same connective are contradictory. This is captured
by the following coherence criterion ([3]).

Definition 8. A canonical system G is called coherent if Sy U Sy is clas-
sically unsatisfiable whenever G includes two canonical rules of the form
S1/ = o(p1,...,pn) and Sa/ o (p1, ..., pn) = for some connective .

Coherence is a minimal demand from a canonical system. Indeed, it is
proved in [3], that the tcr g induced by a canonical system G is consistent
iff G is coherent. It follows that all coherent canonical systems induce logics.

Remark 2. It is also shown in [3] that all coherent canonical systems enjoy
cut-admissibility. A new proof of this fact is given in the sequel (Corollary 3).

Next, we define the family of semi-canonical systems, which are the (-C)-
systems and (—2)-systems that are obtained from canonical systems.

Definition 9. A semi-canonical system is a system obtained from a canonical
system by omitting (Cut) and/or (1d).

Remark 3. Semi-canonical (-A)-systems may look strange at first sight. In-
deed, (—A)-systems, in which each canonical rule has at least one premise,
have no provable sequents (namely, /g s for every s). The interest in them

arises when we consider derivations from non-empty sets of assumptions.

Evidently, g is a structural tcr for every semi-canonical system G (see
Definitions 1 and 2). In semi-canonical (—C)-systems we have that p; Fg po.
It follows that for every semi-canonical (-C)-system G for £, (L,lg) is a
logic. On the other hand, in semi-canonical (+C—2)-systems the consistency
of - is not guaranteed. The coherence criterion is required in this case also
(coherence of a semi-canonical system is defined exactly like coherence of
canonical systems (Definition 8). Note, however, that there are non-coherent
semi-canonical (+C—A)-systems that do induce a consistent tcr:

Example 3. Consider a semi-canonical (+C-A)-system G, whose only logi-
cal rules are {p1 = }/ = op1 and {p1 = }/ o p1 = (its language consists



of one unary connective o). G is not coherent. But, = p1 /&= po, and so
p1 e pa. Therefore, b is consistent, and (L,Fg) is a logic.

Next we provide an exact characterization of the semi-canonical (+C—2)-
systems that induce logics:

Theorem 1. Let G be a semi-canonical (+C—2)-system.
1. If G is coherent, then \-g is consistent.

2. If each canonical left rule of G has at least one premise of the form
II = , then Fq is consistent.

3. Otherwise, =g is not consistent.

Proof. If G is coherent, then G+A2 is coherent. Obviously g Chg+a. The
consistency of g then follows from the consistency of Fg.a (recall that
coherent canonical systems induce consistent tcrs, see [3]).

If 2 holds, then whenever = p; F¢? T' = A, we have that either p; € A,
or A contains some compound formula (this can by shown using induction
on the length of derivations). Thus = py /&= p2, and so ¢ is consistent.

Now, suppose that G is not coherent and that G includes a left rule r =
S/ o (p1,---,Pm) =, where each premise I = ¥ in S has non-empty X.
We prove that p; Fg p2. Since G is not coherent, G includes two canonical
rules 7y = &1/ = o(p1,...,pn) and ro = Sa/ © (p1,...,pn) =, such that
S1 U Sy is classically satisfiable. Now, by possibly applying (Weak) on = p;
and the rule r, we obtain a derivation of o(py,...,p1) = from = p;. Let u
be the classical valuation satisfying S; U Ss. Let o be a substitution, defined
by o(p) = p1 if u(p) = t, and o(p) = o(p1,...,p1) if u(p) = f. For every
premise II = ¥ € &1 U Sy, either o(py,...,p1) € o(Il) or p; € o(X).
By applying (Weak) either on o(py,...,p1) = or on = p;, we obtain that
= p1 Fg? o(s) for every s € Sy U S,. By applying the rules 71 and 7,
we obtain derivations of = o(o(p1,...,pn)) and of o(o(p1,...,pn)) =. A
cut yields a derivation of the empty sequent, on which we can finally apply
(Weak) to obtain = ps. O

Note that we can consider only coherent (+C—A)-systems as (+C—A)- sys-
tems that induce logics, and exclude the systems that admit 2 above. This is
justified by the following proposition:

Proposition 1. Let G be a semi-canonical (—2)-system, in which every left
rule has at least one premise of the form 11 = . Let G’ be the system obtained
Sfrom G by omitting all left rules. Then, G’ is coherent and g =tc.



Proof Outline. Obviously, G’ is coherent and g/ Clkq. For the converse,
one shows that for every set S of sequents of the form = ), if SFg ' = A
then S ¢/ = A. This is proved by induction of the length of the derivation
in G of I' = A. The fact that g Ckq- easily follows. O

4 SEMANTICS FOR SEMI-CANONICAL SYSTEMS

In this section we provide semantics for logics induced by semi-canonical
systems. This semantics is given in the form of non-deterministic matrices,
which are a natural generalization of usual multiple-valued matrices.

Definition 10 ([3]). A non-deterministic matrix (Nmatrix) M for L consists
of: a non-empty set V\p of truth-values, a non-empty proper subset Dy C
Vm of designated truth-values, and a function (called: truth-table) ong from
V" to P(Vnr) \ {0} for every n-ary connective ¢ of L.

Ordinary (deterministic) matrices correspond to the case when each oy is
a function taking singleton values only (then it can be treated as a function to
Vm). An Nmatrix M is finite if so is V1. By an nNmatrix (n € N) we shall
mean an Nmatrix for which |Vam| = n.

Definition 11. A valuation in an Nmatrix M (for L) is a function v from
Frmg to VY, such that v(o(1, . .., ¥n)) € om(v(¥1), ..., v(2hy)) for every
compound formula o(1,...,1¥,) € Frme. v is a model of a formula ¢ if
v(¢) € Dym. v is a model of a set T of formulas if it is a model of every
v € T. In addition, by, the ter induced by M, is defined by: T by ¥, if
every valuation v in M which is a model of T is also a model of 1.

It is easy to verify that for every Nmatrix M, - is a structural consistent
ter (for consistency note that p; /pp p2). In addition, it is proved in [3] that
tcrs induced by finite Nmatrices are always finitary. It follows that (£, )
is a logic for every finite Nmatrix M for L.

In general, in order for a denotational semantics of a propositional logic to
be useful and effective, it should be analytic. This means that to determine
whether a formula ¢ follows from a theory T, it suffices to consider partial
valuations, defined on the set of all subformulas of the formulas in 7 U {p}.
The semantics of Nmatrices is analytic in this sense:

Definition 12. A partial valuation in an Nmatrix M (for L) is a function v
from some subset £ of Frmy, which is closed under subformulas, to Vg,
such that v(o(1,...,0,)) € om(v(Wy),...,v(Wy,)) for every compound



Sformula o(¢1,...,¢,) € E. The notion of a model is defined for partial
valuations exactly like it is defined for valuations.

Proposition 2 ([4]). Every partial valuation in some Nmatrix M can be ex-
tended to a (full) valuation in M.

Corollary 1. Let M be an Nmatrix for L. T bFwa @ iff for every partial
valuation v in M defined on the set of subformulas of T and 1: v is a model
of 1 whenever it is a model of T.

As a result of the last corollary, we obtain that logics characterized by
finite Nmatrices are decidable (see Theorem 28 in [4]).

The Nmatrices we construct for semi-canonical systems are based on the
four truth-values ¢, f, T, and L. We also use a partial order on {¢, f, T, L},
denoted by <, according to which L is the minimal element, T — the maximal
one, and ¢, f are intermediate incomparable values (< is the transitive reflex-
ive closure of {(L,t), (L, f),{t, T),(f, T)}H.T In addition, the following
definitions and propositions are used in the sequel:

Definition 13. Let M be an Nmatrix with Vv C {t, f, T, L}. A valuation v
in M is a model of a sequent I' = A if either v(¢)) > f for some ¢ € T, or
v(y) >t for some ¥ € A. v is a model of a set S of sequents if it is a model
of every s € S. In addition, I—f\f[q, the relation induced by M between sets of
sequents and sequents, is defined as follows: S |3y s, if every valuation v in
M which is a model of S is also a model of s.

Proposition 3. Let M be an Nmatrix satisfying Vs C {t, f, T, L} and
Dv=VYmnN{t, TL. Thkmeiff {(=v¢|veT} |_18Velq=>(p.

Proof. Follows from the fact that a valuation in M is a model of a sequent
= 1) iff it is a model of (the formula) ¢ (since Dy = Ve N {t, T ). O

Definition 14. Let x1,...,x, € {t, f, T, L}. The tuple (x1,...,x,) satis-
fies an n-clause 11 = % if there exists either some p; € 1l such that x; > f,
or some p; € X such that x; > t. (x1,...,x,) fulfils a canonical rule r for
an n-ary connective, if it satisfies every premise of r.

Note that checking whether (21, . .., z,) fulfils some rule is easy.
Proposition 4. Let x1,...,x, € {t, f, L}, and let G be a semi-canonical
system. If G is coherent then (x1, ..., x,) cannot fulfil both a right rule and

a left rule of G for some n-ary connective <.

9 Note that < is the “knowledge” partial order used in Dunn-Belnap matrix (see [5]).
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The structure of the rest of this section is as follows. We begin with a
(known) construction of 2Nmatrices for coherent canonical systems. Next,
we separately deal with semi-canonical (—C+A)-systems, coherent (+C—A)-
systems, and (-C—A)-systems.

4.1 Canonical Systems

A general construction of 2Nmatrices to characterize logics induced by co-
herent canonical systems was given in [3]. It is also shown there that log-
ics which are characterized by properly non-deterministic 2Nmatrices (i.e.
om (1, ..., 2n) = {t, f} for some connective ¢ and x1,...,z, € {t, f})
cannot be characterized by finite (ordinary) matrices. Below we reproduce
the construction of 2Nmatrices for coherent canonical systems.

Definition 15. Let G be a coherent canonical system for L. The Nmatrix Mg
is defined by Vme = {t, [}, Dme = {t}, and for every n-ary connective ©
of L: (i) t € ome (X1, .-, Tn) if (T1,. .., xy) does not fulfil any left rule of
G for o; and (i) f € omg (X1, ..., xn) iff (x1,...,zy) does not fulfil any
right rule of G for <.

While this is not the formulation in [3], the same Nmatrix is obtained. Note
that the coherence of G ensures that Mg is well-defined (see Proposition 4).

Example 4. Suppose that the rules for O and ~~ in a coherent canonical
system G are those given in Examples 1-2. Dnig and ~>wig are given below.
ome | t | S e || ¢ | f
t A |y £ (] )
foAe ] {8 folAg 14 r}

Theorem 2 ([3]). For every coherent canonical system G, Fg? = 3.

Following Proposition 3, we obtain the following corollary:

Corollary 2. For every coherent canonical system G, Fg = Fmg-

4.2 (-C+a)-Systems
Semantics for semi-canonical (—-C+2)-systems is given below in the form of
3Nmatrices. First, we show that non-determinism is essential for this purpose.

Theorem 3. Suppose that the language L contains an unary connective, de-
noted by —, and let G be a semi-canonical (—C)-system, whose rules for — are
the usual rules. There is no finite (ordinary) matrix M such that -y Clg.

11



Proof. Let M be an (ordinary) matrix, such that FpChg. Note that for
every n > 0, {~%py | i > n} /g —"p1 (one can verify this using Theorem 4
below). Consequently, {—'p; | i > n} t/p —"p; for every n > 0. For every
n > 0, let v, be a valuation in M, which is a model of {—p; | i > n}, and
not of —="p;. Thus, for every n > m > 0, v,,(="p1) is designated, while
v (—™p1) is not designated. Since M is deterministic, this entails that for
every n > m > 0, 7p" (v (p1)) is designated, while =™ (v, (p1)) is not
designated. Hence v,,(p1) # v (p1) for every n > m > 0. It follows that
M is infinite. O

Next we turn to the construction of 3Nmatrices (with the truth-values ¢, f
and T) for semi-canonical (—C+2)-systems.

Definition 16. Let G be a semi-canonical (—C+A)-system for L. Mg is
defined by Vs = {t, f, T}, Dme = {t, T}, and for every n-ary connective
oof L: (1)t € ome (X1, ...y Tn) iff (x1,. .., 2,) does not fulfil any left rule
of G for o; (i1) f € ome (@1, ., Tpn) iff (X1,...,2n) does not fulfil any
right rule of G for o; and (ii1) T € ome (X1, .., Tn) forevery xy, ..., Ty,

Example 5. Suppose that the rules for D and A in some semi-canonical
(—C+A4)-system G are the usual rules. Dng and Nmg are given below.
ome |t | f | T awel ¢ | F | T
t T AT AT {6 Ty [{ATH] TS
ST {6 T [ {6 TS ST AT A TS
T {7 AT | {T} T AT (AT AT

The following propositions will be useful in the sequel:

Proposition 5. Let G be a semi-canonical (—C+A4)-system for L. For every
n-ary connective ¢ of L, and every x1,...,Tn,y1,...,yn € {t, [, T} if
x; <y forevery 1 <i <, then onig (Y1, -+, Yn) C OMe (Z1, -+, Tn)-

Proof. Let x1,...,Zn,Y1,.-.,yn € {t,f, T}. Suppose that z; < y; for
every 1 < i < n. Assume that x ¢ omg(21,...,2,). We prove that
x & ome (Y1y---,Yn). Obviously z € {t, f}. Assume w.lo.g. that z = ¢.
Then the construction of Mg implies that (z1, ..., z,) fulfils some left rule
r of G for ¢. Since x; < y; for every 1 < i < n, we have that (y1,...,yn)
fulfils r. It follows that t & onig (Y1, .-+ Yn)- O

Proposition 6. Let G be a coherent canonical system for L. For every
n-ary connective ¢ of L and x1,...,x, € {t,f}, oMg o (T1,--.,2n) =
OMG (Ih e 71‘n) U {T}

12



Remark 4. Proposition 6 entails that for every coherent canonical system G
Mg is a simple refinement of Mg _c (see [4]). Therefore, Fnmg . C FMg-

Next, we prove the correctness of this construction.

Theorem 4. For every semi-canonical (~C+A)-system G (i) Fg® =y
and (ZZ) FG = FMG.

Proof. (it) follows from () using Proposition 3. We prove (i).

Soundness. Suppose that Sy F&? so. Let v be a valuation in Mg, which
is a model of Sy. We prove that v is a model of every sequent appearing
in the derivation of sy from Sy. It follows that v is a model of sy. This
obviously holds for all sequents of Sy, and preserved by (Weak). To see
that it holds in applications of (Id), note that every valuation over {¢, f, T}
is a model of every sequent of the from ¢ = ). It remains to show that
it is preserved in applications of the canonical rules of G. Suppose that
Ty,.... 0 = o(o(p1,-..,pn)), A1, ..., A, is derived from the sequents
Ty, 0(Il;) = o(%;), A, for every 1 < i < m, using the right canonical rule
r={Il; = %,...,I0,, = X,}/ = o(p1,...,pn) (the proof is simi-
lar for left rules). If v(¢)) > f for some ¢ in some T';, or v(y)) > t for
some 1 in some A; then obviously we are done. Assume otherwise. Then,
our assumption about the premises of the application entails that for every
1 < i < m, either v(o(p)) > f for some p € II;, or v(o(p)) > t for
some p € %;. Thus (v(o(p1)),...,v(c(py))) fulfils . The definition of
Mg ensures that f&on (v(o(p1)),...,v(c(pn))). Hence v is a model of
F17...,Fm = O'(O(pl,...,pn)),Al,.. .,Am.

Completeness. Suppose that Sy /&? T'o = Ap. It is a routine matter
to obtain maximal sets of formulas 7, such that 'y C 7 and Ag C U,
and Sy t/g? T' = A for every finite ' C 7 and A C Y. Define a func-
tion v : Frmg — {t, f, T} as follows: v(¢)) = tiff¢ € T, v(y)) = f
iff » € U, and v(yp) = T otherwise. The availability of (Id) ensures that
¥ € T NU for every 1, and so v is well-defined. We prove that v is a

valuation in M. Suppose for contradiction that v(o(¢1,...,%,)) = t and
t & ome (v(1), ..., v(ty,)) for some formula o(¢)q, ..., ¢,) (the case that
v(o(¥1,...,1%y,)) = f is similar). Then, there exists some left rule r of

G for ¢ which is fulfilled by (v(1),...,v(1,)). Let o be a substitution
such that o(p;) = ¢; forall 1 < ¢ < n, and let II = ¥ be a premise
of r. We show that there exist finite sets I’ € 7 and A C U such that
So g’ T,o(Il) = (%), A. Since (v(1)1), . .., v(t,)) fulfils r, there exists
some p; € II such that v();) > f, or some p; € ¥ such that v(y;) > t.
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Suppose the former holds (the latter is similar). Then v(v;) # ¢, and hence
1; € T. The maximality of 7 then entails that there exist finite sets I' C T
and A C U, such that Sy Fg? T,y = A. Using (Weak) we obtain
SoFg? T, o(IT) = o(X), A. Now, by applying r on T, o(IT) = o(X), A for
every premise II = ¥ of 7, we obtain that So F&? T, o(¢Y1, ..., ¢,) = A,
for some finite sets ' C 7 and A C U. This implies that o(¢q, ..., 9,) & T.
But, this contradicts the fact that v(o(e)q, ..., 1¥,)) = t.

Now, note that for every I' = A € S;, we have Sy F&? I' = A, and
so there exists either some ) € IT" such that ¢ 7T, or some ¢ € A such that
1¢U. Hence, there exists either some ¢» € I' such that v(¢)) > f, or some
¥ € A such that v(¢)) > ¢. Thus v is a model of ' = A. Finally, since
Iy C 7 and Ay C U, v(yp) = ¢ for every ¢ € T'g, and v(¢p) = f for every
1 € Ag. Thus v is not a model of I'y = Ag. O

Remark 5. The use of at least three truth-values is necessary in order to
provide Nmatrices for every semi-canonical (—C+A)-system. To see this, con-
sider for example a semi-canonical (—C+2)-system G, that includes only the
usual rules for —. Suppose for contradiction that there is a 2Nmatrix M, such
that Fg=Fwm. Assume that Vi = {t, f} and Dm = {t} (obviously, any
2Nmatrix is isomorphic to such an Nmatrix). Then, since p1, —p1 Hq p2 (this
can be verified using Theorem 4), t € on(t). Since p1 Ve —p1, f € ~m(2),
and so ~\(t) = {t, f}. Consider a partial valuation defined by v(p,) = t,
v(—p1) =t v(—p1) = f and v() is not defined for every other 1 € Frmy,
Then v is a partial valuation in M which is a model of p, but not of ~—p1.
By Corollary 1, py Vv ——p1. This contradicts the fact that p1 Fg ——p1.

Example 6. Using the Nmatrix semantics of semi-canonical (—C+A)-systems,
one can easily verify that using (Cut) is unavoidable in a given derivation.
For example, we obviously have py D ps Frx p1 D (p3 D p2). Consider
a partial valuation v in Myk_c such that v(p1) = v(p3) = t, v(p2) =
v(ps D p2) = [, v(p1 D (ps D p2)) = [ v(pr D p2) = T, and v(¥)
is not defined for every other formula 1 (it is straightforward to verify that
this is indeed a partial valuation in Myk-c). v is a model of p1 D ps but
not of p1 O (p3 D p2). By Corollary 1, p1 O pa Yk . P1 O (p3 D p2).
Theorem 4 entails that p1 D p2 Hrk-c p1 O (ps D p2). In other words,
= p1 D (p3 D p2) has no cut-free derivation in LK from = p; D pa.

4.3 (+C-A)-Systems
Semantics for coherent semi-canonical (+C—A)-systems is given below in the
form of 3Nmatrices. Again, we show that non-determinism is essential.

14



Theorem 5. Suppose that L contains a unary connective, denoted by —, and
let G be a semi-canonical (-A)-system, whose rules for — are the usual rules.
There is no finite (ordinary) matrix M such that Fg=Fp.

Proof. Note that (i) ="p; Fg —™p; for every n,m € Ny, provided that
n < m;and (i1) =""2p; /g —"p; forevery n € N (one can verify this using
Theorem 6 below). Now, assume that =g =g for some (ordinary) matrix.
For every n > 0, let v,, be a valuation in M, which is a model of —|"+2p1, and
not a model of —="p;. We show that v,,(p1) # v, (p1) forevery n, m € Neyen,
such that n < m (and so, M is infinite). Let n, m € Ny, such that n < m.
Then, since v,, is a model of ="*2p,, (i) implies that v,, is a model of =™p;.
On the other hand, v,,, is not a model of =™ p;. This implies (using the fact
that M is deterministic) that v,,(p1) # vy (p1)- O

Next we turn to the construction of 3Nmatrices (with the truth-values ¢, f
and L) for coherent semi-canonical (+C—2)-systems. Note that the coherence
of G ensures that Mg constructed below is well-defined (see Proposition 4).

Definition 17. Let G be a coherent semi-canonical (+C—-2A)-system for L.
Mg is defined by Vv = {t, f, L}, Dme = {t}, and for every n-ary con-
nective o of L: (i) t € ome (@1, .., Tn) iff (x1,...,2,) does not fulfil any
left rule of G for o; (ii) f € omg (21, .-, @n) iff (T1, ..., xyn) does not fulfil
any right rule of G for o; and (iii) L € onmg(T1,...,@n) iff (T1,...,Tn)
does not fulfil any rule of G for .

Example 7. Suppose that the rules for O and N in a coherent semi-canonical
(+C-A)-system G are the usual rules. Dng and Nvg are given below.

ome | 0| F | L e ot [ F] L
Tl 0 [ery 0 T [N [AL
T R I T I (VR A RV A R A 17
L [wlerolery L e [n[erD

Example 8. Consider a unary connective V defined by the canonical rule:
{p1 = p1} / = Vp1. Its applications allow to infer T' = Ve, A from
I, = ¢, A. According to the construction above, the semantics of V is

given by: VMg (t> = VMg (f) = {t}r and VMe (J*) = {t> f> J~}

Theorem 6. For every coherent semi-canonical (+C—A)-system G:
(1) Fg =k s and (i) Fa = Fug-
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Proof. (it) follows from () using Proposition 3. We prove (i).

Soundness. Suppose that Sy F&? so. Let v be a valuation in Mg, which
is a model of Sp. We prove that v is a model of every sequent appearing
in the derivation of sg from Sy. This obviously holds for all sequents of
Sp. As in the proof of Theorem 4, one shows that this property preserved by
(Weak) and by applications of the canonical rules of G. It remains to consider
applications of (Cut). Suppose that I'y,I's = A, Ay is derived from the
sequents I'y = ¢, Ay and Ty, ¢ = Aq. Ifu(¢)) # t (e v(v) € {f, L}
then our assumption about I'y = 1, A; entails that v(¢) = f for some
p € Ty, or v(p) = t for some ¢ € Aj. Otherwise, v(¢)) = t, and our
assumption about 'y, %) = A, entails that v(¢) = f for some ¢ € I's, or
v(p) = t for some ¢ € As. In any case, v is a model of I'1, T's = Aq, As.

Completeness. Suppose that Sy /¢ T'o = Ag. It is a routine matter to

obtain maximal sets of formulas 7,4 such that 'y C 7 and Ay C U, and
So g T' = A for every finite I' C 7 and A C U. Next, we recursively
construct a valuation v in M. For atomic formulas v(p) = Liff p € TNU,
v(p) =tiffp € T andp &€ U, and otherwise v(p) = f. Now let © be an n-ary
connective of £, and suppose that v(v), . .., v(¢,) were defined. We define
V(oW1 ... ) = mif opmg (V(¥1), ..., v(Wy)) = {z} (for x € {t, f}),
and otherwise v(o(1)1, ..., ,)) is defined in the same way as v(p) is defined
above. v is obviously a valuation in M.

Next, we simultaneously prove by induction on the build-up of formulas
that: (a) if ¢ € T then v(p) # f; and (b) if ¢ € U then v(p) # t. For
atomic formulas (a) and (b) directly follow from the definition above. Let ¢
be an n-ary connective of £. Suppose (a) and (b) hold for ¢4, ..., 1,, and
let & = o(41, ...,y ). We show that (a) holds for 6. (b) is proved similarly.
Suppose that € T. We prove that onig (v(¥1), ..., 0(¢n)) # {f}. The
definition of v then ensures that v(0) # f. Assume (for contradiction) that
oMe (V(%1), -, v(¥n)) = {f}. According to the construction of Mg, there
exists some left rule r of G for ¢, which is fulfilled by (v(¢1),...,v(¥n)).
Let o be a substitution such that o(p;) = «; for all 1 < ¢ < n, and let
IT = X be a premise of r. We show that there exist finite sets I' C 7 and
A C U such that Sy &7 T',o(I) = o(X), A. Since (v(¢1),...,v(¢y))
fulfils r, there is some p; € II such that v();) = f or some p; € X such
that v(¢);) = t. Suppose the former holds (the latter is similar). Then by the
induction hypothesis 1; ¢ 7. The maximality of 7 then entails that there
exist finite sets ' C 7 and A C U, such that Sy +g? T',¢; = A. Using
(Weak) we obtain Sy &% T',o(II) = o(X),A. Now, by applying r on
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I',o(II) = o(X), A for every premise II = X of r, we obtain a derivation
from Sy of I', 6 = A in G, for some finite sets I' C 7 and A C U/. But since
0 € T, this contradicts the properties of 7 and U.

It remains to show that v is a model of Sy, but not of I'g = Ag. For the
latter, note that since 'y C 7 and Ay C U, (a) and (b) imply that v is not
amodel in I'y = Ag. Now let I' = A be a sequent of Sp. Suppose first
that I' = A is a sequent of the form ¢ = . Since = ¢ has a derivation
from Sy, T NU. Hence, v(¢) # L, and so v is a model of I' = A. Next,
suppose that I" = A is not a sequent of the form ¢ = . Note that for every
¥ € I'U A either ¢ € T or ¢ € U. (Otherwise, there exist sets I';, 'y C T
and A1, Ay C U, such that Sy l—i}eq Ty = 9, A1 and Sy l_gq Ty, = As.
By applying (Cut) on ¢, Sy Fg? I'1,I's = Ay, A, in contradiction to the
properties of 7 and U.) Since Sy Fg? I' = A, there either exists some
1 € T such that &7, or some 1) € A such that ¢)¢l4. It follows that there
either exists some ¢ € T" such that ¢»¢7 and ¢ € U, or some 1) € A such
that ) € T and ¥@U. Using (a) and (b) (and the fact that v(¢)) = L only if
¥ € T NU), it follows that v(y)) = f for some 1) € T', or v(¢)) = ¢ for some
1 € A. Hence v is a model of ' = A. O

Example 9. Using the Nmatrix semantics of semi-canonical (+C—A)-systems,
one can easily verify that using (Id) is unavoidable in a given derivation. For
example, clearly —p; Frx —(p1 A p2). It is easy to see that a function v
defined by v(p1) = L, v(=p1) = v(p2) = v(p1Ap2) =1, v(=(p1Ap2)) = f
(v is not defined for other formulas) is a partial valuation in My x _a, which is
a model of —py but not of —~(p1 Ap2). By Corollary 1, —=p1 Vnpx., ~(P1AD2).
Theorem 6 entails that —p1 trk -2 —(p1 Ap2). In other words, = —(p1 Ap2)
has no identity-axiom-free derivation in LK from = —py.

4.4 (-C-A)-Systems
Finally, we provide Nmatrix semantics for semi-canonical (-C—A)-systems,
in the form of 4Nmatrices (using the truth-values ¢, f, T and L).

Definition 18. Let G be a semi-canonical (—C-A2)-system for L. Mg is
defined by Vi = {t, f, T, L}, Dme = {t}, and for every n-ary connective
oof L: (i)t € oM (X1, ..., Tn) iff (T1, ..., 2n) does not fulfil any left rule
of G foro; (ii) f € omg (T1,-- ., Tn) U (T1,. .., Tyn) does not fulfil any right
rule of G for o; (i1i) L € opme (@1, ..., 2n) iff (x1,...,2y,) does not fulfil
any rule of G for o; and (iv) T € onmg (21, .., %) forevery x1, ..., Ty,

Example 10. Suppose that the rules for O in some semi-canonical (—C-A)-
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system G are the usual rules. D is given below.

ome |t | 7 | T | 4

IR A RN ANS!
ST ey [T 6T
T e M M D
1 {&TH | {t T, L | {t.TH| {t. £, T, 1}

Theorem 7. For every semi-canonical (—~C-A)-system G (i) Fg =L
and (’LZ) }_G = l_MG'

Proof Outline. (it) follows from () using Proposition 3. Soundness in ()
is proved similarly to the proof of Theorem 4. Completeness is also very
similar, where the refuting valuation v in Mg is defined as follows: v(¢)) =t
iffip € Tandy €U, v(¢p) = fiffp e Uandyp & T,v(y) = Liffyp € T
and ¢ € U, and v(¢p) = T otherwise. We leave the details for the reader. [J

5 PROOF-THEORETIC APPLICATIONS

The semantics for semi-canonical system can be easily exploited to obtain
some proof-theoretic properties of semi-canonical and canonical systems.
First, we provide a new proof of the fact that all coherent canonical systems
enjoy cut-admissibility.

Definition 19. Let G be a (+C)-system. G enjoys cut-admissibility if Fg? s
implies F&? . s. G enjoys strong cut-admissibility if S Fg? s implies that
there exists a derivation of s from S in G in which only formulas occurring
in S serve as cut-formulas. (A formula @ occurs in S, if there exists some
sequent I' = A € S such that o € T UA.)

Strong cut-admissibility is clearly stronger than cut-admissibility. In semi-
canonical (+C+A)-systems, they are actually equivalent (proved in [1] for
LK, but the proof works the same for any semi-canonical (+C+2)-system).
The following semantic property is the key for cut-admissibility.

Theorem 8. Let G be a coherent canonical system. If every valuation in Mg
is a model of a sequent s, then so does every valuation in Mg _c.

Proof. Suppose that there exists a valuation v’ in M g_c which is not a model
of s. We construct a function v : Frmg — {t, f}, such that v is a valuation
in Mg, and v(¢) < v/(¢) for every ¢ € Frmg. In particular, v will not
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be a model of s. The construction of v is done by recursion on the build-
up of formulas. First, for atomic formulas, we (arbitrarily) choose v(p) to
be either ¢ or f, so that v(p) < v'(p) would hold. Now, let ¢ be an n-
ary connective of £, and suppose v(v;) was defined for every 1 < i < n.
We choose v(o(t)1,...,1%y)) to be equal to v’ (o(1)1,...,1,)), if the lat-
ter is either ¢ or f. Otherwise, we choose v(o(t1,...,1%,)) to be some
element of onge (v(401),...,v(¢y,)). Obviously, v(yp) < v'(y) for every
v € Frmg. To see that v is a valuation in Mg, suppose w.l.o.g. that
oMe (V(¥1), ..., v(¢¥n)) = {t}. We show that v(o(¢1,...,%y)) = t. By
Proposition 6, f & ome . (V(¥1),...,v(¢y)). Now, since v(¢)) < v'(¢)) for
every 1) € Frmy, Proposition 5 entails that f & onig . (V' (1), ..., 0 (¥n)).
Hence, since v’ is a valuation in Mg_c, v'(o(¢1,...,%,)) # f. Now, if
U’(O(ibu s 7¢n)) = T, then U(O(’(ﬂh s 77/)71/)) € Mg (7](77[}1)’ T U(wn))
by definition. Otherwise, v(o(¢1, ..., ¥n)) = V' (o(W1,...,¥,)) = t. O

Corollary 3. Every coherent canonical system enjoys cut-admissibility.

seq

Proof. Suppose that -¢* s. Then, by Theorem 2, every valuation in Mg
is a model of s. By Theorem 8, every valuation in Mg_¢ is a model of s.
Theorem 4 implies that =& s. O

Next, we show that Theorem 6 and its proof entail that coherent semi-
canonical (+c—-A)-systems also enjoy strong cut-admissibility. In fact we
prove something stronger:

Corollary 4. Let G be a coherent semi-canonical (+C—A)-system. Assume
that S F&? s. Then there exists a derivation of s from S in G, in which only
Sformulas occurring in S\ {¢ = ¢ | ¢ € Frmg} serve as cut-formulas.

Proof. Suppose that there does not exist such a derivation. We prove that
S H/&? s. By Theorem 6, it suffices to show that there exists a valuation in
Mg, which is a model of S, but not of s. Such a valuation is constructed
exactly like in the proof of Theorem 6. Note that only cuts on formulas oc-
curring in Sp \ {¢ = ¢ | ¥ € Frm,} are needed in this proof. O

Finally, the semantics of coherent semi-canonical (+C—A)-systems can be
used to provide a new proof of the equivalence between axiom-expansion and
determinism in coherent canonical systems (shown first in [2]).

Definition 20. Let © be an n-ary connective.

® ¢ admits axiom-expansion in a canonical system G if
{pL = Di | 1 < { < TL} FSCE?C,A o(plv cee 7pn) = 0(p17 cee 7pn)
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e o is deterministic in an Nmatrix M if ong takes only singleton values.

Theorem 9. A connective © admits axiom-expansion in a coherent canonical
system G iff © is deterministic in M.

Proof. Let ¢ be an n-ary connective. Denote the sequent o(pq,...,p,) =
o(p1,...,pbn) by So, and the set {p; = p; |1 < i < n} by Syp. Suppose
that Sy t/g?._, so. By Corollary 4, Sy t/g-a so. By Theorem 6, there
exists some valuation v in Mg_,, which is a model of S;, but not of sg.
Therefore, v(p;) € {t, f} forevery 1 < i < n, and v(o(p1,...,ps)) = L.
Thus L € opme, (v(p1), ..., v(pn)). The construction of M-, then entails
that (v(p1), ..., v(py)) does not fulfil any rule for ¢ in G. This implies that

*Ma (v(pl)v ce 7U(pn)) = {tv f}

Now, assume that onpig (21, ... ,2,) = {t, f} for z1,...,z, € {t, f}.
Hence, (z1,...,x,) does not fulfil any rule for ¢ of G. In this case, we have
OMa_, (T15- -, 2n) = {t, f, L}. Consider a partial valuation v in Mlg_,, that

assigns x; to p; for 1 < i < n, and L to o(p1,...,p,). By Proposition 2,
there exists a (full) valuation v’ in M g_, that extends v. v’ is a model of Sy,
but not of 5. By Theorem 6, Sy /&%, so. It follows that So /&2, so. O

6 CONCLUSIONS AND FURTHER RESEARCH

The results of this paper shed light on the semantic roles of (Cut) and (Id)
in sequent systems. The availability of each of these two components rules
out one truth-value (T or _L), and reduces the level of non-determinism in the
induced Nmatrix. The presence of both of them (as happens in LK) is crucial
for having deterministic semantics.

It would be interesting and useful to extend the results of this paper to
broader families of sequent (and higher-level objects) systems without (Cut)
and/or (Id). This includes first-order canonical systems, many-sided sequent
systems, and systems allowing larger variety of logical rules. Finally, a natu-
ral question, arising from the definition of semi-canonical systems, concerns
the necessity of the weakening rule. It is interesting to understand the seman-
tic effect of (Weak) in canonical systems, and develop semantics for systems
lacking this rule. Finite Nmatrices do not suffice for this purpose:

Proposition 7. Suppose that L contains two binary connectives denoted by
V and L. Let G be a sequent system consisting only on (Cut), (Id) and the
canonical rules: {= p1,p2}/ = p1 Vo2, {= p1}/ = p1 Ups, and
{= p2}/ = p1 U po. There is no finite Nmatrix M such that -g=Fnr.
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Proof Outline. Suppose otherwise, and let M be a finite Nmatrix for which
Fg=Fm. Let nn denote the size of Vi and let m = ("F'). Let o1,..., 0
be an enumeration of all formulas in the set {p; Vp; |1 <i < j <n+1}.
Let 1 = @1, and for every 2 < ¢ < m let ¢; = ¥;_1 U ;. It is possible
to show that py, ..., pm Fag ¥m. We show that every valuation in M which
is a model of pq, ..., p., is also a model of v,,. Let v be a valuation in M,
and suppose that v(p;) € Dy for every 1 < ¢ < m. Since |[Vu| = n,
there exist 1 < ¢ < j < n + 1 such that v(p;) = v(p;). Denote by k the
index for which ¢ = p; V p;. Note that p; Fg p1 V p1, and so for every
z € D, Vm(z, z) € Dy It follows that Vg (v(ps), v(p;)) € DPm. Hence,
v(pr) € Dam. This entails that v(t),,) € Dy (since p; Fg p1 U pe and
P2 Fa p1 U pa, we have Lip (2, y) C Dy if & € Dy ory € D). O
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