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The Goal of Texture Synthesis 

• Given a finite sample (large enough) of some texture, the 
goal is to synthesize other samples from that same 
texture. 

True (infinite) texture 

SYNTHESIS 

generated image 

input image 





The Challenge 

repeated stochastic Both 

Need to model the whole spectrum: from 
repeated to stochastic texture 



Texture Types 



Texture model 

 
 
 
Stationary - under a proper window size, the 

observable portion always appears similar. 
Local - each pixel is predictable from a small set of  

neighboring pixels and independent of  the rest of  
the image. 
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Presentation Notes
לטקסטוטות שתי תכונות חשובות: סטצינריות ולוקליות




Non-Stationary 



Non-Stationary 



Texture Synthesis for Graphics 

• Inspired by Texture Analysis and Psychophysics  
– [Heeger & Bergen,’95]  
– [DeBonet,’97] 
– [Portilla & Simoncelli,’98]  

• …but didn’t work well for structured textures 
– [Efros & Leung,’99]  

• (originally proposed by [Garber,’81]) 



• Input patch boundary. 
 
 

• Input texture example. 
 
 

• Fill boundary with texture.   

“By Example” Texture Synthesis 



Texture Synthesis by Non Parametric Sampling 

• Generate English-looking text using N-grams, 
[Shannon,’48]  
 

• Assuming Markov Chain on letters: 
–  P( letter | Proceeding n-letters ) 

 
  ? A E N C Y C L O P E D I 



Efros & Leung ’99 
• [Shannon,’48] proposed a way to generate 

English-looking text using N-grams: 
– Assume a generalized Markov model 
– Use a large text to compute prob. distributions of 

each letter given N-1 previous letters  
– Starting from a seed repeatedly sample this Markov 

chain to generate new letters  
– Also works for whole words 

WE  NEED TO EAT CAKE 



Unit of Synthesis 
• Letter-by-letter: Used to name planets in 

early 80s game “Elite”. 
• Word-by-word: M.V. Shaney (Bell Labs) 

using alt.singles corpus. 
– “As I've commented before, really relating to 

someone involves standing next to impossible.” 
– "One morning I shot an elephant in my arms 

and kissed him.” 
– "I spent an interesting evening recently with a 

grain of salt“. 



Mark V. Shaney (Bell Labs) 
• Notice how well local structure is preserved! 

– Now, instead of letters let’s try pixels… 



Efros & Leung 99* 

* A.A.Efros, T.K.Leung; “Texture synthesis by non-parametric sampling”; ICCV99. 

(originally proposed by [Garber,’81]) 

• Assuming Markov property, compute  
• P( p | N(p) ). 

– Explicit probability tables infeasible. 
– Instead, search input image for similar 

neighbourhoods - that’s our histogram for p. 

Non-parametric 
sampling 



Sample Output 

? 

Efros & Leung 99 - Algorithm 

• Causal neighborhood – Neighboring pixels 
with known values. 



Efros & Leung ’99 

• Assuming Markov property, compute P(p|N(p)) 
– Building explicit probability tables infeasible  
– Instead, let’s search the input image for all similar 

neighborhoods — that’s our histogram for p 
• To synthesize p, just pick one match at random 

p 

non-parametric 

sampling 

Input image  
Synthesizing a pixel 



Efros & Leung ’99 
• The algorithm 

– Very simple 
– Surprisingly good results 
– Synthesis is easier than analysis! 
– …but very slow 

 
• Optimizations and Improvements 

– [Wei & Levoy,’00] (based on [Popat & Picard,’93])  
– [Harrison,’01] 
– [Ashikhmin,’01] 
– PatchMatch [Barnes et al. 2009] 



Chaos Mosaic [Xu, Guo & Shum, ‘00] 

• Process: 1) tile input image; 2) pick random blocks 
and place them in random locations 3) Smooth 
edges 

input 

idea result 

Used in Lapped Textures [Praun et.al,’00] 



Chaos Mosaic [Xu, Guo & Shum, ‘00] 

Of course, doesn’t work for structured 
textures 

input 

result 



 Multi-Resolution Pyramids* 

 Example texture 
pyramid  

* L.-Y.Wei, M.Levoy; “Fast Texture Synthesis using Tree-structured Vector Quantization”; 
SIGGRAPH00. 

Output texture 



Extension to 3D Textures 

• Motion both in space and time 
– fire, smoke, ocean waves. 

• How to synthesize? 
– extend 2D algorithm to 3D. 



The Problems of Causal Scanning 

• Scanning order: 
– Efros&Leung(1): Pixels with most neighbors. 
– Wei&Levoi(2): Raster scan.  

• These are “causal” scans. 

(1) A.A.Efros, T.K.Leung; “Texture synthesis by non-parametric sampling”; ICCV99. 

(originally proposed by [Garber,’81]) 

(2) L.-Y.Wei, M.Levoy; “Fast Texture Synthesis using Tree-structured Vector 
Quantization”; SIGGRAPH00. 



The Problems of Causal Scanning 

• Can grow garbage. 
• No natural means of refining 

synthesis. 
• Cannot be parallelized. 
• Problems are made worst for 

synthesis of 3D space-time volumes 
(a.k.a. video)... 

A.A.Efros, T.K.Leung; “Texture synthesis by non-parametric sampling”; ICCV99. 



Image Quilting 

 
• Idea: 

–  let’s combine random block placement of Chaos 
Mosaic with spatial constraints of Efros & Leung. 

• Observation: neighbor pixels are highly correlated 



p 

Efros & Leung ’99 extended 

Input image  

non-parametric 
sampling 

B 

Idea: unit of synthesis = block 
• Exactly the same but now we want P(B|N(B)) 

• Much faster: synthesize all pixels in a block at once 

• Not the same as multi-scale! 

Synthesizing a block 



Input texture 

B1 B2 

Random placement  
of blocks  

block 

B1 B2 

Neighboring blocks 
constrained by overlap 

B1 B2 

Minimal error 
boundary cut 



min. error boundary 

Minimal error boundary 
overlapping blocks vertical boundary 

_ = 
2 

overlap error 



Our Philosophy 

• The “Corrupt Professor’s Algorithm”: 
– Plagiarize as much of the source image as you 

can 
– Then try to cover up the evidence 

• Rationale:   
– Texture blocks are by definition correct 

samples of texture so problem only connecting 
them together 



Image Quilting Algorithm 
– Pick size of block and size of overlap 
– Synthesize blocks in raster order 
 
 
– Search input texture for block that satisfies 

overlap constraints (above and left) 
• Easy to optimize using NN search [Liang et.al., ’01] 

– Paste new block into resulting texture 
• use dynamic programming to compute minimal error 

boundary cut 

See https://www.youtube.com/watch?v=t6DzioKuVEs 
Video 

















Failures 
(Chernobyl 

Harvest) 



input image 

Portilla & Simoncelli 

Wei & Levoy Image Quilting 

Xu, Guo & Shum 



Portilla & Simoncelli 

Wei & Levoy Image Quilting 

Xu, Guo & Shum 

input image 



Portilla & Simoncelli 

Wei & Levoy Image Quilting 

input image 

Homage to 
Shannon! 

Xu, Guo & Shum 
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Application: Texture Transfer 
• Try to explain one object with bits and 

pieces of another object: 



Texture Transfer  
Constraint 

Texture sample 



• Take the texture from one 
image and “paint” it onto 
another object 

  

Texture Transfer 

Same as texture synthesis, except an additional 
constraint: 
1. Consistency of texture  
2. Similarity to the image being “explained” 
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Source 
texture 

Target 
image 

Source 
correspondence 

image 

Target 
correspondence  
image 
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Image analogies (filter by example) 

A A’ 

B 

A to A’ like B to ? 

B’ 

B’ 



? 

A1,…,An : A1’,…,An’ :: B : ? 

A1 A1’ 

A2 A2’ 

A3 A3’ 

B B’ 

B’ 



input 

output 

texture segmentation 

drawing with color coded textures 

Presenter
Presentation Notes
אפליקציה אינטראקטיבית של אנלוגיות בין תמונות - טקסטורה לפי מספרים.
התמונה מצד ימין למעלה מכילה מספר טקסטורות שונות, והתמונה משמאל למעלה הינה
סגמנטציה שלה לפי סוג הטקסטורה.
למשל בדוגמא הזו אדום למים, ירוק לעצים וכו.
כעת ניתן לצייר תמונה חדשה באמצעות אותן טקסטורות.
בתמונה משמאל למטה, נצייר לפי קוד הצבעים של הטקסטורה, ומימין האלגוריתם יסנטז
את הטקסטורה המתאימה




Applications – Artistic Filters 
(Cont.) 

Source 
Pair: 

Target Pairs: 

Presenter
Presentation Notes
Notice that since this is done using YIQ features (and not RGB) the blue colors that do not exist in the source image are maintained and transferred correctly in both targets (especially in the right one). This is because the algorithm works on the Y feature alone and copies the original features from the source pixel.



“Texture By Numbers” 

• By color-labeling source image parts a realistic 
synthesized image can be created 

A 

B A` B` 

Video 

Presenter
Presentation Notes
Notice that labeling of relatively similar parts is done using similar colors whereas different parts are done using completely different colors. Note that regular texture synthesis will not work since it will blend together different areas (in this example the sky and earth).



Fragment-based Image 
Completion (SIGGRAPH’03) 



Fragment-based Image 
Completion (SIGGRAPH’03) 



Completion process 

confidence and color at different time steps and scales 

time 

scale 

Presenter
Presentation Notes
Image completion proceeds in a multi-scale fashion from coarse to fine, where first, a low resolution image is generated
and then the results serve as a coarse approximation to the finer level.

Coarse-to-fine completion is important for capturing features at several scales.
Starting with a coarse scale corresponds to using a range of relatively large fragments,
and then using fragments that become gradually smaller at every scale, finer and finer details are added to the completed image.
The result of the coarse level is up-sampled by bicubic interpolation and serves as an estimate for the approximation of the next level.
The confidence values of the next level are also updated.



Results 

Presenter
Presentation Notes
We have experimented with the completion of various photographs and paintings with an initial mean confidence greater than 0.7.
The computation times range between 2 and 7 minutes for 192 by 128 images,
and between 83 and 158 minutes for 384 by 256 images, on a 2.4 GHz PC processor.
Slightly over 90 percent of the total computation time is spent on the search for matching fragments.
Note that computation time is quadratic in the number of pixels.

Our approach completes shapes, smooth and textured regions, and various layers of both.



input image completion 

Results 

Presenter
Presentation Notes
On the top left is a 384 by 256 image of the Universal Studios globe.

In the center of the globe there are pixels which are used for completion.
However, their color is contaminated by the neighboring pixels of the globe.
Marking these pixels as completely known in the matte creates artifacts in the completed regions.
An alternative is to assign values that are less than 1 to the corresponding matte positions, as shown in in the top right.
This way, these pixels are not totally discarded, and are taken as strong hints to the location of the smooth area and the textured regions.

Completion consists of 240 synthesized fragments (of them 57 for the coarse level),
and total computation time is 158 minutes (408 seconds for the coarse level).



Results 

Presenter
Presentation Notes
Some more results, a photograph and well-known paintings.
Our approach completes shapes, smooth and textured regions, and various layers of both,
as well as transparency.

Completion requires between 20 and 53 synthesized fragments,
with average neighborhood radii between 6 and 14.




Video Completion 

. Wexler E. Shechtman M. Irani; “Space-Time Video Completion"; CVPR’04.  



Thank You 
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