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#### Abstract

In the distributed subgraph detection problem, we are given a fixed subgraph $H$, and the network must decide whether the network graph contains a copy of $H$ or not. Subgraph detection can be solved in a constant number of rounds if message size is unbounded, but in the CONGEST model, where each message has bounded size, it can have high round complexity. Distributed subgraph detection has received significant attention recently, with new upper and lower bounds, but several fundamental questions remain open.

In this paper we prove new possibility and impossibility results for subgraph detection in the CONGEST model. We show for the first time that some subgraphs require superlinear - in fact, nearly quadratic - running time, even in small-diameter networks. We also study cycle-detection, and show that any even cycle can be detected in sublinear time (in contrast to odd cycles, which require linear time). For the special case of triangle-detection, we show that deterministic algorithms require $\Omega(\log n)$ total communication even in graphs of degree 2 , and that one-round randomized algorithms must send $\Omega(\Delta)$ bits in graphs of degree $\Delta$, improving on the recent results of [Abboud et. al.]. Finally, we extend a recent lower bound of [Izumi, Le Gall] on listing all triangles to cliques of any size.
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## 1 INTRODUCTION

In the subgraph detection problem (also called subgraph freeness), we are given a constant-size graph $H$, and the goal is to determine whether the network graph contains a copy of $H$ as a subgraph, or not. Subgraph-detection is an extremely local problem: in the LOCAL model of distributed computing, where network nodes can send messages of unrestricted size in each round, the $H$-detection problem for any graph $H$ of size $k$ can be solved in at most $O(k)$ rounds - we simply have each node collect its entire $k$ neighborhood and check if it contains a copy of $H$. However, in the CONGEST model, where the bandwidth on each edge is restricted, subgraph detection can be much harder.

Subgraph-freeness in the CONGEST network model has recently received significant attention from the distributed computing community $[1,6,10,12-15,18]$. Several linear and sublinear upper and lower bounds have been shown for special cases, including triangles and larger cycles [1, $6,10,13$ ]; trees, which can be detected in $O(1)$ rounds [12]; cliques and complete bipartite subgraphs, which can be detected in $O(n)$ rounds [10]; and more complicated classes of graphs, for which in some cases we can prove a lower bound of the form $\Omega\left(n^{\delta}\right)$, where $\delta<1$ [15].

In this work we aim to better understand several fundamental questions regarding the subgraph-freeness problem.

### 1.1 Our Results

Solving $C_{2 k}$-detection in sublinear time. In [10] it was shown that for any odd cycle $C_{k}$ for $k \geq 5$, the $C_{k}$-detection problem takes $\widetilde{\Omega}(n)$ rounds. It is easy to see that $O(n)$ rounds suffice, so this bound is nearly tight. For even cycles, on the other hand, the best known lower bound is $\Omega(\sqrt{n})$ [10, 18], but no sublinear upper bounds were known for $k \geq 6$, so it was unclear whether even cycles require nearly-linear time, or whether they can be detected faster. We show that in fact any even cycle can be detected in sublinear time:

Theorem 1.1. For any fixed $k \geq 2, C_{2 k}$-detection can be solved in $O\left(n^{1-1 /(k(k-1))}\right)$ rounds.
(Our algorithm is randomized, but it is easily de-randomized using standard techniques, at the cost of an additional $O(\log n)$ factor in the running time. (See, e.g, [15] for a similar argument.)

Near-quadratic lower bounds on subgraph-freeness. A wide variety of subgraphs, such as cycles and cliques, can be detected in a linear number of rounds. A natural question that arises is whether any constant-sized subgraph $H$ be detected in $O(n)$ rounds. We show that the answer is negative:

Theorem 1.2. For any $k, n \geq 2$, there is a graph $H_{k}$ of size $O(k)$ and diameter 3, such that $H_{k}$-freeness requires $\Omega\left(n^{2-1 / k} /(B k)\right)$ rounds in the CONGEST model, even when the network diameter is 3 .

Our lower bound provides another "natural" problem which has a superlinear lower bound in the CONGEST model; to our knowledge, previously the only examples of such problems were found in [8]. Since the subgraph-freeness problem is also extremely local, we get a separation between the CONGEST and LOCAL models, nearly the largest possible: by Theorem 1.2, if we take $k=\Theta(\log n)$, we get a graph that requires $\widetilde{\Omega}\left(n^{2}\right)$ rounds to detect, but only $O(\log n)$ rounds in the LOCAL model.

We also show a variant of this theorem for a bipartite subgraph. We note that any bipartite graph $H$ has Túran number ex $(n, H) \leq$ $O\left(n^{2-\Omega(1)}\right)$ : any graph on $n$ vertices that does not contain a copy of $H$ cannot have more than $O\left(n^{2-\Omega(1)}\right)$ edges. Therefore, any such graph can be detected in sub-quadratic time, by simply collecting all edges of the network graph. Thus, the $H$-detection problem for bipartite $H$ is a somewhat natural intermediate problem in CONGEST: it is strongly sub-quadratic, yet super-linear.

Improved lower bounds on triangle-detection. Recently, [1] showed that for deterministic algorithms, if the bandwidth is $B=1$ (i.e., one bit per round), then $\Omega\left(\log ^{*} n\right)$ rounds are required, even in constant-degree graphs; and if the algorithm only has one round, and each triangle node must announce that it is in a triangle, then the bandwidth must be $\Omega(\Delta \log n)$, where $\Delta$ is the maximum degree of the graph.

Here we show:
(a) In any deterministic triangle-detection algorithm, even when the maximum degree is constant, $\Omega(\log n)$ bits must be sent on some edge, if the namespace is of size $\Theta(n)$; and
(b) Randomized one-round triangle-detection requires bandwidth $\Omega(\Delta)$ in graphs of maximum degree $\Delta$.
The first result is shown using a technique similar to [1], but we strengthen the lower bound from $\Omega\left(\log ^{*} n\right)$ to $\Omega(\log n)$, which is tight for the lower bound graph. The second result, for randomized algorithms, uses standard information theory instead of the fooling views technique introduced in [1] for their deterministic lower bound. This allows us to both generalize from deterministic to randomized algorithms, and lift the restriction that all three triangle nodes must detect that they are in a triangle (instead, we use the usual definition, where it suffices if one node detects the triangle).

One might wonder what happened to the $\log n$ factor that is present in the deterministic $\Omega(\Delta \log n)$ lower bound from [1] but missing in our $\Omega(\Delta)$ randomized lower bound. It is not clear whether randomized algorithms need to pay this logarithmic factor or not; we leave this question for future work.

Lower bound on listing s-cliques in the Congested Clique. Finally, we extend a recent lower bound of $\widetilde{\Omega}\left(n^{1 / 3}\right)$ rounds on listing all triangles in the graph [16, 20], to a lower bound of $\widetilde{\Omega}\left(n^{1-2 / s}\right)$ for listing all $s$-cliques, for any $s \geq 3$. This lower bound holds even when each node can send $O(\log n)$ bits to each other node in every round. For lack of space, the details of this lower bound are relegated to the full paper. The proof is similar to the one in [16], and the main difference is that we need to prove the following lemma:

Lemma 1.3. For $s \geq 2$, any graph on $m$ edges has at most $O\left(m^{s / 2}\right)$ copies of $K_{s}$.

This lemma generalizes a corresponding lemma for triangles from [23], which was used in the lower bound of [16].

For lack of space, many technical details and full proofs are omitted in the body of the paper; they appear in the full paper.

### 1.2 Related Work

The problem of subgraph-freeness (also called excluded or forbidden subgraphs) has been extensively studied in both the centralized and the distributed worlds. For the general problem of detecting whether a graph $H$ is a subgraph of $G$, where both $H$ and $G$ are part of the input, the best known sequential algorithm is exponential [24]. When $H$ is fixed and only $G$ is the input, the problem becomes solvable in polynomial time.

In the distributed setting, [12] very recently provided a constantround deterministic algorithm for detecting a fixed tree in the CONGEST model. This paper, as well as several others [4, 6, 14] , also considered more general graphs, but with the exception of trees, they studied the property testing relaxation of the problem, where we only need to distinguish a graph that is $H$-free from a graph that is far from $H$-free. Here we consider the exact version.

Another recent work [16] gave randomized algorithms in the CONGEST model for triangle detection and triangle listing, with round complexity $\widetilde{O}\left(n^{2 / 3}\right)$ and $\widetilde{O}\left(n^{3 / 4}\right)$, respectively. In [16, 20] a lower bound of $\widetilde{\Omega}\left(n^{1 / 3}\right)$ on the round complexity of triangle listing in the congested clique is shown. There is also work on testing triangle-freeness in the congested clique model $[7,9]$ and in other, less directly related distributed models.

As for lower bounds on $H$-freeness in the CONGEST model, the only ones in the literature (to our knowledge) are for cycles [10] and restricted lower bounds for triangles [1], and the reductions from [15], which construct hard graphs from other hard graphs by replacing their vertices or their edges with other graphs. (In [10] there are lower bounds for other graphs, in a broadcast variant of the CONGEST model where nodes are required to send the same message on all their edges.) For any fixed $k>3$, there is a polynomial lower bound for detecting the $k$-cycle $C_{k}$ in the CONGEST model: it was first presented by [10], which showed that $\Omega\left(\mathrm{ex}\left(n, C_{k}\right) / B\right)$ rounds are required, where ex $\left(n, C_{k}\right)$ is the largest possible number of edges in a $C_{k}$-free graph over $n$ vertices. In particular, for odd-length cycles, the lower bound of [10] is nearly linear. Very recently, [18] improved the lower bound for even-length cycles to $\Omega(\sqrt{n} / B)$. All lower bounds mentioned above are linear or sublinear.

In a recent work [8], the first near-quadratic lower bounds (and indeed the first superlinear lower bounds) in CONGEST were
shown. The problems addressed in [8] include some NP-hard problems such as minimum vertex cover and graph coloring, as well as a weighted variant of $C_{8}$-freeness, called weighted cycle detection: given a weight $W \in[0, \operatorname{poly}(n)]$, the goal is to determine whether the graph has a cycle of length 8 and weight exactly $W$.

## 2 PRELIMINARIES

Notation. We let $V(G), E(G)$ denote the vertex and edge set of graph $G$, respectively. In Section 5, which uses information theory, we use the convention that bold-face letters denote random variables, while normal letters denote concrete (scalar) values.

The CONGEST model. The CONGEST model is a synchronous network model, where computation proceeds in rounds. In each round, each node of the network may send $B$ bits on each of its edges, and these messages are received by neighbors in the current round. Typically, $B$ is taken to be logarithmic in the size $n$ of the network graph.

Subgraph detection. We are interested in the subgraph-detection problem (also called subgraph-freeness), defined as follows:
Definition 1 (Subgraph detection). Fix a graph $H$. In the $H$-detection problem, the goal is to determine whether the input graph $G=(V, E)$ contains a copy of $H$ as a subgraph or not; that is, whether there are subsets $U \subseteq V, F \subseteq E$ of vertices and edges, respectively, such that $(U, F)$ is isomorphic to $H$.

We say that a distributed algorithm $A$ solves $H$-detection with success probability $p$ if whenever $A$ is executed in a graph that contains a copy of $H$, with probability at least $p$ some node rejects; and on the other hand, when $A$ is executed in a graph that is $H$-free, with probability at least $p$ all nodes accept. We typically assume constant $p$, e.g., $p=2 / 3$.

Túran numbers. For a fixed graph $H$, the Túran number of $H$, denoted ex $(n, H)$, is the maximum number of edges in any $H$-free graph on $n$ vertices.

Two-party communication complexity. Our superlinear lower bound is shown by reduction from two-party communication complexity: we have two players, Alice and Bob, with private inputs $X, Y$, respectively. The players wish to compute a joint function $f(X, Y)$ of their inputs, and we are interested in the total number of bits they must exchange to do so (see the textbook [19] for more background on communication complexity).

In particular, we are interested in the set disjointness function, where the inputs $X, Y$ are interpreted as subsets $X, Y \subseteq[n]$, and the goal of the players is to determine whether $X \cap Y=\emptyset$. The celebrated lower bound of [17, 22] shows that even for randomized communication protocols, the players must exchange $\Omega(n)$ bits to solve set disjointness with constant success probability.

Information theory. In Section 5 we use information theory to prove a randomized lower bound on 1-round triangle-detection. The basic concept we need is the mutual information between two variables: if $X, Y$ are two possibly-dependent random variables, then their mutual information is defined to be $\mathrm{I}(X ; Y)=$ $\mathrm{H}(\boldsymbol{X})-\mathrm{H}(\boldsymbol{X} \mid \boldsymbol{Y})$. Here, $\mathrm{H}(\boldsymbol{X})$ is the Shannon entropy of $\boldsymbol{X}$, and $\mathrm{H}(X \mid Y)=\mathrm{E}_{y}[\mathrm{H}(X \mid Y=y)]$ is the conditional Shannon entropy -
the average entropy remaining in $X$, after the value of $Y=y$ is revealed. Intuitively, the mutual information $\mathrm{I}(X ; Y)$ measures the uncertainly loss of $X$ when we learn $Y$. (It is symmetric in $X, Y$.)

The conditional mutual information of $X$ and $Y$ given a third random variable $Z$ is defined as the loss of conditional entropy: $\mathrm{I}(X ; Y \mid Z)=\mathrm{H}(X \mid Z)-\mathrm{H}(X \mid Y, Z)$. We sometimes abuse notation by writing events on the right-hand side instead of random variables, e.g., $\mathrm{I}(X ; Y \mid Z=z)$. When we do this, we are referring to the mutual information between $X$ and $Y$ when their joint distribution is conditioned on $Z=z$.

## 3 SUPERLINEAR LOWER BOUNDS ON SUBGRAPH DETECTION

We begin by proving Theorem 1.2, namely, that some graphs require nearly-quadratic running time to detect.

We give here informal descriptions of the subgraph $H_{k}$ and the lower bound graph family $\mathcal{G}$ in which we show that $H_{k}$-detection is hard. The formal constructions can be found in the full paper.

### 3.1 Informal Description of $H_{k}$

The graph $H_{k}$ is composed of several "parts" (see Figure 1):
Cliques. We put in five cliques, one of each size $s=6, \ldots, 10$. We pick one special vertex $v_{s}$ from each clique, and connect $\left\{s_{6}, \ldots, s_{10}\right\}$ in a 5-clique. Each remaining (non-clique) vertex of $H_{k}$ is connected to exactly one special clique vertex $v_{s}$, and no other clique vertices.

The cliques serve two purposes. First, they reduce the diameter of $H_{k}$ to 3: each vertex in $H_{k}$ is connected to some special clique vertex $v_{s}$, and all special clique vertices are connected to each other. Second, the cliques serve to "mark" the different parts of $H_{k}$ : each "part" of $H_{k}$ (except for the cliques themselves) is connected to exactly one $s$-clique for $s \in\{6, \ldots, 10\}$. When we construct the network graph $G$ in which we show the lower bound on $H_{k}$-freeness, we will make sure $G$ also contains exactly one copy of each $s$-clique for $s=6, \ldots, 10$, so that any isomorphism mapping $H_{k}$ into $G$ must map the $s$-clique of $H_{k}$ onto the $s$-clique in $G$. The "parts" of $G$ will echo the "parts" of $H_{k}$, and the connections between the cliques and the other vertices will force any isomorphism from $H_{k}$ into $G$ to respect this logical partition.

Top and bottom. The remainder of $H_{k}$ consists of two identical copies of a graph $H$. We call the two copies "top" and "bottom", respectively. The subgraph $H$ consists of $k$ triangles $\operatorname{Tri}_{1}, \ldots$, Tri $_{k}$, and two additional "endpoint nodes", which we call A and B. In each triangle Tri ${ }_{i}$, we have three vertices denoted ( $i, \mathrm{~A}$ ), $(i, \mathrm{~B}),(i, \mathrm{Mid})$. Endpoint A is connected to all triangle vertices in $\{(i, \mathrm{~A}) \mid i \in[k]\}$, endpoint B is connected to all triangle vertices in $\{(i, \mathrm{~B}) \mid i \in[k]\}$, and the "middle vertices" of the triangles are not connected to either endpoint. (The triangles ensure that a copy of $H$ cannot be embedded in any bipartite graph; we will need this for the lower bound.)

We refer to the triangles as the body of $H_{k}$, and the top and bottom endpoint nodes on both sides ( A and B ) as endpoints. There are no edges between the top and the bottom copy of $H$, except for exactly two edges: the top and bottom A-endpoints are connected by an edge, and the top and bottom B-endpoints are connected by an edge.


Figure 1: The graph $H_{k}$ for $k=2$. In addition to the edges shown here, the five clique nodes $\left\{\left(\right.\right.$ Clique $\left.\left._{s}, 0\right) \mid 6 \leq s \leq 10\right\}$ are connected to each other; we omit these edges from the figure for clarity.

### 3.2 The Lower Bound Family $\mathcal{G}_{k, n}$



Figure 2: The graph $G_{X, Y} \in \mathcal{G}_{k, n}$ for $n=3, k=2$, so that $m=k\left\lceil n^{1 / k}\right\rceil=2 \cdot\left\lceil 3^{1 / 2}\right\rceil=4$. For clarity, the figure omits the five cliques $\left\{\right.$ Clique $\left._{s}^{\prime} \mid 6 \leq s \leq 10\right\}$ and their edges. The inputs $X, Y$ whose graph $G_{X, Y}$ is depicted here both include (2,1) (that is $(2,1) \in X \cap Y)$. As a result, a copy of $H_{k}$ appears in $G_{X, Y}$, highlighted in red.

Let us now describe the graph family $\mathcal{G}_{k, n}$, in which we show that $H_{k}$-detection requires $\Omega\left(n^{2-1 / k} /(B k)\right)$ rounds. (Here, $\Theta(n)$ is the number of vertices in each graph $G \in \mathcal{G}_{k, n}$.)

Our lower bound graph family $\mathcal{G}_{k, n}$ echoes the graph $H_{k}$ : it comprises many "potential copies" of the subgraph $H_{k}$, each containing all parts of $H_{k}$ except the edges between the top and bottom endpoints. When we reduce from set disjointness, Alice and Bob will use their inputs to decide which endpoints to connect to which
other endpoints: Alice will put in top-to-bottom edges between the A-endpoints, and Bob will do the same for the B-endpoints, in such a way that a complete copy of $H_{k}$ appears iff the players' inputs are not disjoint. The players will then simulate the execution of an $H_{k}$-detection algorithm on the graph they constructed, with Alice simulating all the A -vertices, Bob simulating all the B-vertices, and both players simulating the "middle" vertices of the triangles.

The naïve way to construct $\mathcal{G}_{k, n}$ would be to take $n$ disjoint copies of $H_{k}$, each missing the top-bottom endpoint edges, and have the players add the endpoint edges as we described above. This gives us $n^{2}$ pairs of endpoints on each side ( $A$ and $B$ ), so we can reduce from a disjointness instance of size $n^{2}$, and achieve our goal of having a copy of $H_{k}$ appear iff the inputs are not disjoint. However, taking $n$ disjoint copies of $H_{k}$ would result in a large cut, of linear size, between the A-part of the graph and the B-part of the graph. This would make simulating the distributed algorithm too expensive: simulating one round would cost us $O(n \cdot B)$ bits, so the best round lower bound we could hope for would be $\Omega\left(n^{2} /(n B)\right)=$ $\Omega(n / B)$.

To reduce the cut size, we do not take $n$ fully disjoint copies of $H_{k}$. Instead, for top and bottom respectively, we take only $\Theta\left(k n^{1 / k}\right)$ disjoint triangles. Now we can mix-and-match among the $\Theta\left(k n^{1 / k}\right)$ triangles to form a copy of the body of $H$ (which has $k$ triangles). However, we still take $n$ copies of the two endpoints of $H$ (A/B), because we want to work with a disjointness universe of size $n^{2}$. Now we must connect the $n$ endpoint-copies to the $\Theta\left(k n^{1 / k}\right) \ll n$ triangles, in such a way that a complete copy of $H_{k}$ appears iff Alice and Bob connected the same pair $(i, j)$ of endpoint-copies on their respective sides ( A and B ).

Recall that in $H$ we have $k$ triangles, and the A - and B -endpoints are connected to opposite ends of each triangle, so the degree of each endpoint is $k$. Let us encode each index $i \in[n]$ as a subset $P_{i}$ of $k$ elements from the universe $\left\lceil k n^{1 / k}\right\rceil$, in such a way that no two indices in [ $n$ ] have the same encoding. (This is possible, because $\binom{\left\lceil k n^{1 / k}\right\rceil}{ k} \geq n$.) Now, we connect the $i$-th endpoint to the $k$ copies of $H$ in its encoding: the $i$-th endpoint on side A (resp. B ) is connected to the A-vertex (resp. B-vertex) of triangle $j$ iff $j \in P_{i}$. Since the encoding is unique, and in $H_{k}$ each of the top/bottom endpoints is connected to $k$ top/bottom triangles (resp.), a complete copy of $H_{k}$ can appear iff there is a pair $(i, j) \in[n]^{2}$, such that Alice connected the $i$-th copy of the top-A endpoint to the $j$-th copy of the bottom-A endpoint, and Bob did the same on his side (B).

The advantage of working with only $\Theta\left(k n^{1 / k}\right)$ triangles is that now the cut size is also $\Theta\left(k n^{1 / k}\right)$ : the cut between the players' sides "cuts through" each triangle.

We now describe the construction formally. Let $m=k\left\lceil n^{1 / k}\right\rceil$. Fix an ordering $Q_{1}, \ldots, Q_{N}$ of the subsets of size $k$ of [ $m$ ], where $N=\binom{m}{k}=\binom{k\left\lceil n^{1 / k}\right\rceil}{ k}$. Note that

$$
N=\binom{k\left\lceil n^{1 / k}\right\rceil}{ k} \geq\left(\frac{k n^{1 / k}}{k}\right)^{k}=\frac{k^{k} n}{k^{k}}=n
$$

For each $i \in[N]$, let us denote $Q_{i}=\left\{q_{i}^{1}, \ldots, q_{i}^{k}\right\}$. (We will only use the first $n$ subsets, $Q_{1}, \ldots, Q_{n}$.)

Definition 2 (The graph family $\mathcal{G}_{k, n}$ ). Fix integers $k, n$. A graph $G$ is in the family $\mathcal{G}_{k, n}$ if it has the following structure.

First, the graph contains the following "components":

- $n$ "potential top endpoints" and "potential bottom endpoints" of $H_{k}$, denoted $\mathrm{End}^{\prime} \times[n]$. For $S \in\{\mathrm{~T}, \perp\}$ and $P \in\{\mathrm{~A}, \mathrm{~B}\}$, we denote

$$
\operatorname{End}_{S, P}^{\prime}=\left\{\left(\operatorname{End}^{\prime}, S, P, i\right) \mid i \in[n]\right\}
$$

- $2 m$ triangles, indexed by $\{\mathrm{T}, \perp\} \times[m]$. Triangle ( $S, i$ ) comprises vertices (Tri, $S, i, P$ ) for each $P \in\{\mathrm{~A}, \mathrm{~B}, \mathrm{Mid}\}$.
- Copies of each of the cliques in $H_{k}$.

The graph contains the following edges between the components, and no other edges:

- For each "direction" $(S, P) \in\{T, \perp\} \times\{\mathrm{A}, \mathrm{B}\}$, all vertices in End $_{S, P}^{\prime}$ are connected to one fixed vertex of the cS,P-clique.
- For each "direction" $(S, X) \in\{\mathrm{T}, \perp\} \times\{\mathrm{A}, \mathrm{B}, \mathrm{Mid}\}$, all vertices in $\mathrm{Tri}_{S, X}^{\prime}$ are connected to one fixed vertex of the $c_{S, P}$-clique.
- The fixed vertices of the five cliques are connected to each other.
- For each $S \in\{\mathrm{~T}, \perp\}, P \in\{\mathrm{~A}, \mathrm{~B}\}$, and $i \in[n]$, the endpointcopy $\left(\mathrm{End}^{\prime}, S, P, i\right)$ is connected to each of the $k$ triangle nodes (Tri, $S, j, P$ ) where $j \in Q_{i}$.
- Finally, for each $P \in\{\mathrm{~A}, \mathrm{~B}\}$, the graph may contain an arbitrary subset of the edges in $\mathrm{End}_{\mathrm{T}, P}^{\prime} \times \mathrm{End}_{\perp, P}^{\prime}$, depending on Alice and Bob's inputs..

Property 1. Any graph in $\mathcal{G}_{k, n}$ has diameter 3 and size $O(n)$.
Crucially, the only copies of $H_{k}$ that can appear in $\mathcal{G}_{k, n}$ have very specific structure: the endpoints of $H_{k}$ must be mapped onto endpoints in $\mathcal{G}_{k, n}$, respecting the "top/down" partition and also the "directions" A, B. Consequently, we get:

Lemma 3.1. A graph $G \in \mathcal{G}_{k, n}$ contains $H_{k}$ as a subgraph iff there exist $i_{\top}, i_{\perp} \in[n]$ such that $\left(E n d^{\prime}, \mathrm{T}, \mathrm{A}, i_{\top}\right),\left(\mathrm{End}^{\prime}, \perp, \mathrm{A}, i_{\perp}\right) \in E(G)$ and $\left(\mathrm{End}^{\prime}, \mathrm{T}, \mathrm{B}, i_{\top}\right),\left(\mathrm{End}^{\prime}, \perp, \mathrm{B}, i_{\perp}\right) \in E(G)$.

### 3.3 The Lower Bound

To prove that $H_{k}$-detection requires $\Omega\left(n^{2-1 / k} /(B k)\right)$ rounds, we give a reduction from 2-party set disjointness on the universe $[n]^{2}$.

Proof of Theorem 1.2. Fix an algorithm $A$ for which solves $H_{k}{ }^{-}$ freeness in the class $\mathcal{G}_{k, n}$, and let us construct from $A$ a protocol for disjointness. Given inputs $X, Y \subseteq[n]^{2}$, Alice and Bob construct a graph $G_{X, Y} \in \mathcal{G}_{k, n}$. The only freedom when constructing a graph in $\mathcal{G}_{k, n}$ is the choice of the edges we take from $\mathrm{End}_{\mathrm{T}, \mathrm{A}}^{\prime} \times \mathrm{End}_{\perp, \mathrm{A}}^{\prime}$ and from $E n d_{T, B}^{\prime} \times E n d_{\perp, \mathrm{B}}^{\prime}$. For this choice the players use their inputs:

- Edge $\left\{\left(\right.\right.$ End $\left.\left.^{\prime}, \mathrm{T}, \mathrm{A}, i\right),\left(\mathrm{End}^{\prime}, \perp, \mathrm{A}, j\right)\right\}$ is included in $G_{X, Y}$ iff $(i, j) \in X$, and
- Edge $\left\{\left(\right.\right.$ End $\left.^{\prime}, \mathrm{T}, \mathrm{B}, i\right),\left(\right.$ End $\left.\left.^{\prime}, \perp, \mathrm{B}, j\right)\right\}$ is included in $G_{X, Y}$ iff $(i, j) \in Y$.
By Lemma 3.1, the graph $G_{X, Y}$ includes a copy of $H_{k}$ as a subgraph iff $X \cap Y \neq \emptyset$. Thus, to solve their disjointness instance, Alice and Bob simulate the execution of $A$ in $G_{X, Y}$, and output " $X \cap Y=\emptyset$ " iff $A$ rejects.

Let us describe the simulation. We partition $V\left(G_{X, Y}\right)$ into three parts: Alice's part,

$$
V_{A}=\bigcup_{S \in\{\mathrm{~T}, \perp\}}\left(\mathrm{End}_{S, \mathrm{~A}}^{\prime} \times[n] \cup \mathrm{Tri}_{S, \mathrm{~A}}^{\prime}\right) \cup \text { Clique }_{6}^{\prime} \cup \text { Clique }_{8}^{\prime}
$$

Bob's part,

$$
V_{B}=\bigcup_{S \in\{T, \perp\}}\left(\operatorname{End}_{S, B}^{\prime} \times[n] \cup \text { Tri }_{S, B}^{\prime}\right) \cup \text { Clique }_{7}^{\prime} \cup \text { Clique }_{9}^{\prime},
$$

, and a shared part, $U$, comprising the remaining vertices, $U=$ $\operatorname{Tri}_{T, M i d}^{\prime} \cup \operatorname{Tri}_{\perp, \text { Mid }}^{\prime} \cup$ Clique $_{10}^{\prime}$. Note that each player knows all edges of $G_{X, Y}$, except those edges that are internal to the other player's part - those are the only edges that depend on the other player's input. For example, Alice knows all edges in $\left(V_{A} \cup V_{B} \cup U\right) \times\left(V_{A} \cup U\right)$. Thus, the players only need to tell each other about messages crossing the cut between the part only they simulate, and the rest of the graph. By construction of the family $\mathcal{G}_{k, n}$, the cut is of size $O\left(k n^{1 / k}\right)$, so the cost of the simulation is $O\left(k n^{1 / k} \cdot B\right)$ bits per round. (We omit the details of the simulation here, as they are fairly standard.)

If $A$ runs for $R$ rounds, then the total cost of the simulation is $O(R$. $\left.k n^{1 / k} \cdot B\right)$. Solving disjointness on $[n]^{2}$ requires $\Omega\left(n^{2}\right)$ bits. Thus, we must have $R=\Omega\left(n^{2} /\left(k n^{1 / k} \cdot B\right)\right)=\Omega\left(n^{2-1 / k} /(B k)\right)$.

### 3.4 A Superlinear Lower Bound for Bipartite Subgraphs

The superlinear lower bound described above is for a specific graph $H_{k}$ which is not bipartite: we relied on the fact that the body of $H_{k}$ contained triangles, while the subgraph connecting the top/bottom endpoints on each side is bipartite. This ensured that any embedding of $H_{k}$ into the larger graph $G$ had to "use" the triangles in $G$ "in the role of" the triangles of $H_{k}$. We also used cliques (also not bipartite, of course) to "mark" the various parts of $H_{k}$.

Could it be that all bipartite subgraphs can be detected in linear time? It turns out that the answer is no: we show that for any $s, k>1$, there is a bipartite graph $H_{s, k}$ of size $\Theta\left((s!)^{2} \cdot k\right)$, such that $B$-freeness requires $\Omega\left(n^{2-1 / k-1 / s} /(B k)\right)$ rounds in graphs of size $\Theta(n)$. This construction follows the same approach as the nonbipartite one, but it is much more involved, because we cannot use non-bipartite "components" (e.g., triangles) to constrain an embedding of the subgraph into the graph $G_{X, Y}$ simulated by Alice and Bob. Instead, we rely on the fact that each endpoint in $G_{X, Y}$ has degree $k$. We restrict the edges that Alice and Bob can receive, and construct a bipartite "gadget" that cannot be embedded in $G_{X, Y}$ without using two endpoints from Alice's side and two endpoints from Bob's side, as intended. This gadget replaces the triangles, allowing the reduction to go through (with more effort).

## 4 LOWER BOUND ON DETERMINISTIC TRIANGLE-DETECTION

In this section we show:
Theorem 4.1. Distinguishing a triangle from a 6-cycle deterministically requires $\Omega(\log (N))$ bits of communication in the CONGEST model, given a namespace of size $N$.

As in the proof of the $\Omega\left(\log ^{*} n\right)$ lower bound from [1], we rely on the following result from extremal graph theory: let $K^{(r)}(\ell)$ be the complete $r$-uniform $r$-partite hypergraph, where each side has size $\ell$, (Formally, $K^{(r)}(\ell)$ is defined as follows: let $V_{1}, \ldots, V_{r}$ be disjoint vertex sets of size $\ell$ each. Then $K^{(r)}(\ell)$ is the hypergraph with vertex set $\bigcup_{i=1}^{r} V_{i}$ and edge set $E=\left\{\left(v_{1}, \ldots, v_{r}\right) \mid v_{i} \in V_{i}\right\}$.)

Theorem 4.2 ([11], Theorem 1). If $G$ is an $r$-uniform hypergraph that does not contain $K^{(r)}(\ell)$ as a subgraph, then $|E(G)| \leq n^{r-1 /\left(\ell^{r-1}\right)}$.

For our purposes, we take $r=3$ and $\ell=2$, and obtain that if $G$ is 3-regular hypergraph with at least $n^{2.75}$ edges, then $G$ contains the complete 3-uniform 3-partite graph where each side is of size 2.

We make two assumptions about the algorithms we consider: first, we assume that in each round, each node sends at least one bit. If we do not impose this restriction, nodes might communicate information to each other 'for free' by remaining silent in a given round (we do not charge them for not sending bits). Second, we assume that the algorithm's messages are self-delimiting, that is, they form a prefix code: if $M_{1}$ and $M_{2}$ are possible messages the algorithm can send, then $M_{1}$ is not a prefix of $M_{2}$ and vice-versa. Any algorithm can be transformed into an algorithm that has this property by at most doubling its total communication cost.

The intuition behind the lower bound is that if the bandwidth is so small that nodes cannot even send their neighbors' identifiers, then for some adversarial choice of identifiers, the algorithm cannot distinguish between a triangle and a hexagon (a 6-cycle). This idea was used in [1], and its roots go back to the proof of impossibility of Byzantine consensus with 3 processors of which one may be faulty [21].

The approach of [1] was recursive, showing that after each bit sent, the adversary can still use many identifiers to "fool" the algorithm. However, if before the $i$-th bit the adversary had $n$ identifiers available, then after the $i$-th bit, [1] shows that it has roughly $\log n$; because of this fast shrinkage rate, the lower bound of [1] is $\Omega\left(\log ^{*} n\right)$.

Here we do not take the recursive approach. Instead we argue that there is a complete transcript $t$ of all messages sent by the algorithm during its execution, which occurs for many triangles (where each triangle is defined by the choice of identifiers for its nodes). As in [1], we construct a 3-regular hypergraph representing the adversary's choices, with nodes representing identifiers and each edge representing a triangle that yields the transcript $t$. Then we use Theorem 4.2 to argue that the adversary can choose two "compatible" triangles and combine them to form a hexagon, in a way that guarantees that each node's view is consistent with some triangle that generates transcript $t$. Thus, the adversary can make the algorithm reject the hexagon (which it is supposed to accept).

There are several subtle points in the proof: we must set up our construction carefully, to ensure that the algorithm's transcript really does capture "everything there is to know" about the algorithm's execution. In particular, from the transcript we must be able to read off the source and destination of each message. Because we are working with total communication less than $\log N$, we cannot use the naïve solution of assuming w.l.o.g. that this information is contained in the messages themselves, so we are careful about the order of messages when we define the representation of a transcript.

We remark that although the lower bound specifically shows that it is impossible to distinguish two constant-sized shapes (a triangle and a hexagon), it is easy to "pad" the graph to any desired size of at most $n<N / 3$ nodes, by, e.g., attaching a fixed line of $\Theta(n)$ nodes to one of the triangle or hexagon nodes.

Proof of Theorem 4.1. Let $A$ be deterministic algorithm that solves the triangle-freeness problem in the CONGEST model given a namespace of size $N=3 n$. We split $N$ into three equal-size disjoint subsets, $N_{0}, N_{1}, N_{2}$, and define $S:=N_{0} \times N_{1} \times N_{2}$. In the lower bound, we are interested in the class of graphs

$$
\mathcal{G}_{\Delta}:=\left\{\Delta\left(u_{0}, u_{1}, u_{2}\right) \mid\left(u_{0}, u_{1}, u_{2}\right) \in S\right\}
$$

where $\Delta\left(u_{0}, u_{1}, u_{2}\right)$ is the graph consisting of a single triangle on nodes $u_{0}, u_{1}, u_{2}$.

Let $C$ be the worst-case number of bits sent by a node in any execution of $A$. Assume for the sake of contradiction that $C \leq$ $\log (n) / 60$.

Making decision values uniform. Our first step is to transform $A$ into a modified algorithm $A^{\prime}$, which has one extra round. In $A^{\prime}$, nodes first execute $A$, and then in the extra round they send their decision according to $A$ (i.e., whether they decided to accept or reject) to all their neighbors. Finally, each node $v$ accepts iff under $A$, node $v$ and all its neighbors decided to accept.

The communication cost of $A^{\prime}$ is $C+1$. The transformation preserves the correctness of $A$, because $A^{\prime}$ accepts iff all nodes of $A$ accept, and rejects iff some node rejects in $A$. It also has the following property, which will be important for our proof:

Claim 4.3. When $A^{\prime}$ is executed in a graph that contains exactly one triangle, all nodes of the triangle reject.

Transcripts. Next we formally define the transcript generated by a node executing $A^{\prime}$ in some triangle $\Delta(u, v, w)$. Although it is intuitively obvious "what this should mean", some care is required to ensure that transcripts can be parsed in a unique way, otherwise our proof does not go through.

Consider the graph $\Delta\left(u_{0}, u_{1}, u_{2}\right)$ for $\left(u_{0}, u_{1}, u_{2}\right) \in S$. (Recall that $S=N_{0} \times N_{1} \times N_{2}$.) We define the transcript of node $u_{i}$ in $\Delta\left(u_{0}, u_{1}, u_{2}\right)$, denoted $\operatorname{Tr}_{u_{0}, u_{1}, u_{2}}\left(u_{i}\right)$, to be the binary string obtained by first writing all the messages sent by $u_{i}$ to $u_{(i+1) \bmod 3}$ (in order, round after round), and then writing all the messages sent by $u_{i}$ to $u_{(i+2) \bmod 3}$.

We define the transcript of $A^{\prime}$ in $\Delta\left(u_{0}, u_{1}, u_{2}\right)$ to be the concatenation of the nodes' transcripts:

$$
\begin{aligned}
& \operatorname{Tr}\left(u_{0}, u_{1}, u_{2}\right)= \\
& \quad=\operatorname{Tr}_{u_{0}, u_{1}, u_{2}}\left(u_{0}\right) \operatorname{Tr}_{u_{0}, u_{1}, u_{2}}\left(u_{1}\right) \operatorname{Tr}_{u_{0}, u_{1}, u_{2}}\left(u_{2}\right)
\end{aligned}
$$

Note that the nodes' transcripts are written in order of the part of the namespace to which the nodes belong: first the transcript of $u_{0}$, which is a node from $N_{0}$, then the transcript of $u_{1} \in N_{1}$ and finally $u_{2} \in N_{2}$.

With this encoding, transcripts can be parsed uniquely: given the binary transcript and three nodes $\left(u_{0}, u_{1}, u_{2}\right) \in S$, we know exactly which message was sent by which node in which round. This is the reason we insisted that $A$ 's messages be a prefix code, partitioned the namespace into disjoint subsets, and took care to define the order in which messages appear in the transcript.

Since the total number of bits sent by any node to any other node is at most $C+1$ in any execution of $A^{\prime}$, and the transcript contains all the messages sent by any node to any other node with no bits added, the length of any transcript generated by $A^{\prime}$ is at most $6(C+1)$.

For each binary string $t$ of length 6(C+1), define the subset $S_{t} \subseteq S$ to be the set of all triples in $S$ on which $A^{\prime}$ produces transcript $t$ : $S_{t}:=\left\{\left(u_{0}, u_{1}, u_{2}\right) \in S \mid \operatorname{Tr}\left(u_{0}, u_{1}, u_{2}\right)=t\right\}$.

Now fix $t$ to be the transcript with the largest set $S_{t}$ (or one of the transcripts maximizing $\left|S_{t}\right|$, if there is more than one). Observe that

$$
\left|S_{t}\right| \geq \frac{|S|}{2^{6(C+1)}}=\frac{n^{3}}{2^{6(C+1)}}
$$

Consider the undirected 3 -uniform hypergraph $H$ with $N$ as the vertex set, and edges given by the triplets in $S_{t}$. Note that although $S_{t}$ is defined as a set of ordered triplets, because $S_{t} \subseteq N_{0} \times N_{1} \times N_{2}$, and $N_{0}, N_{1}, N_{2}$ are mutually disjoint, we may as well think of $S_{t}$ as a set of unordered triplets.

The number of edges in $H$ is $|E(H)|=\left|S_{t}\right| \geq n^{3} / 2^{(6(C+1))}$. By assumption, $C \leq \log (n) / 60-1$, so

$$
|E(H)| \geq \frac{n^{3}}{2^{6 \cdot \log (n) / 60}}=n^{2.9}
$$

By Theorem 4.2, if $H$ has at least $\Omega\left(n^{2.75}\right)$ edges, then it must contain a complete 3-partite 3-uniform hypergraph such that each part contains exactly two vertices. Let

$$
F=\left(\left\{u_{0}, u_{0}^{\prime}\right\},\left\{u_{1}, u_{1}^{\prime}\right\},\left\{u_{2}, u_{2}^{\prime}\right\}\right)
$$

and $E(F)$ be one such hypergraph, with the edge set $E(F)$ containing every triplet $\{x, y, z\}$ such that $x \in\left\{u_{0}, u_{0}^{\prime}\right\}, y \in\left\{u_{1}, u_{1}^{\prime}\right\}, z \in$ $\left\{u_{2}, u_{2}^{\prime}\right\}$. Since $E(F) \subseteq E(H)=S_{t}$, each side of $F$ is a subset of $N_{i}$ for some $i$; without lose of generality we assume that $u_{0}, u_{0}^{\prime} \in$ $N_{0}, u_{1}, u_{1}^{\prime} \in N_{1}$ and $u_{2}, u_{2}^{\prime} \in N_{2}$.

Now consider the execution of $A^{\prime}$ on the 6 -cycle $Q$ with vertices $u_{0}, u_{1}, u_{2}, u_{0}^{\prime}, u_{1}^{\prime}, u_{2}^{\prime}$ in this order. Let $\operatorname{Tr}_{Q}(u)$ denote the transcript generated by node $u$ in the execution of $A^{\prime}$ in $Q:$ if $u \in N_{i}$, then $\operatorname{Tr}_{Q}(u)$ is the binary string obtained by first writing all the messages sent by $u$ to its neighbor in $N_{(i+1) \bmod 3}$ (in order, round after round), followed by all the messages sent by $u$ to its neighbor in $N_{(i+2)} \bmod 3$.
Claim 4.4. Let us write $t=t_{0} t_{1} t_{2}$, where $t_{i}=\operatorname{Tr}_{u_{0}, u_{1}, u_{2}}\left(u_{i}\right)=$ $\operatorname{Tr}_{u_{0}^{\prime}, u_{1}^{\prime}, u_{2}^{\prime}}\left(u_{i}^{\prime}\right)$ for each $i \in\{0,1,2\}$. Then for each $i \in\{0,1,2\}$ we have $\operatorname{Tr}_{Q}\left(u_{i}\right)=\operatorname{Tr}_{Q}\left(u_{i}^{\prime}\right)=t_{i}$.

Proof sketch. By induction on rounds. In the step we use the fact that for each node $v$ in $Q$, if $x$ and $y$ are $v$ 's neighbors in $Q$, then $\{x, v, y\}$ is an edge of $F$, meaning that the transcript generated by $A^{\prime}$ in $\Delta(x, v, y)$ is the same transcript $t$ we work with; therefore, $v$ 's view in $Q$ stays consistent its view in $\Delta(x, v, y)$.

Now consider node $u_{1}$ 's view at the end of the execution of $A^{\prime}$ in $Q$. By the claim above, the messages $u_{1}$ receives throughout the execution in $Q$ are the same messages it would receive in $\Delta\left(u_{0}, u_{1}, u_{2}\right)$. Also, the neighbors of $u_{1}$ in $Q$ are the same neighbors it has in $\Delta\left(u_{0}, u_{1}, u_{2}\right)$. Thus, the state of $u_{1}$ is the same at the end of the execution in $Q$ and in $\Delta\left(u_{0}, u_{1}, u_{2}\right)$. In $\Delta\left(u_{0}, u_{1}, u_{2}\right)$ we know that $u_{1}$ rejects (by Claim 4.3); therefore it also rejects in $Q$, violating the correctness of $A^{\prime}$ and hence also of $A$.

## 5 BANDWIDTH LOWER BOUND ON 1-ROUND TRIANGLE-DETECTION

In this section we show:
Theorem 5.1. There exist a constant $\epsilon \in(0,1)$ such that any protocol solving triangle-detection in one round with error probability at most $\epsilon$ requires bandwidth $B=\Omega(n)$ in graphs of maximum degree $\Theta(n)$.

To generalize to any degree $\Delta$, we can embed our lower bound construction in a larger graph, and trivially obtain the lower bound of $\Omega(\Delta)$ for maximum degree $\Delta$.

The idea behind the lower bound is to take three "special" nodes, with randomly chosen identifiers, and connect every pair of them with iid probability $1 / 2$, so that a triangle appears w.p. $1 / 8$. The error of the protocol is assumed to be much smaller, $\epsilon \ll 1 / 8$, so the protocol must reject with good probability in this case. In addition to the three special nodes, we give each of them $\Theta(n)$ non-special neighbors, in such a way that no special node can tell a-priori whether a particular neighbor is another special node or not. This way, the triangle edges are "hidden" among many other edges, which look the same to each special node.

We do not prevent a special node from learning the identities of the other two special nodes after it receives their messages, but by this point it is too late for the protocol: because each special node did not know a-priori which edges it should care about, we show that its message does not convey much information about the presence or absence of the potential triangle edges (i.e., the edges between special nodes).

Let us now describe the graph construction more formally, and proceed to sketch the proof of the lower bound.

The template graph. In our lower bound, we work with random subgraphs of the following graph $G_{T}$.


Figure 3: The template graph $G_{T}$.
Let $V_{a}=\left\{v_{1}^{a}, \ldots, v_{n}^{a}\right\}, V_{b}=\left\{v_{1}^{b}, \ldots, v_{n}^{b}\right\}, V_{c}=\left\{v_{1}^{c}, \ldots, v_{n}^{c}\right\}$ be three disjoint vertex sets with $|A|=|B|=|C|=n$. The vertex set of $G_{T}$ is $V\left(G_{T}\right)=V_{a} \cup V_{b} \cup V_{c} \cup\left\{v_{a}, v_{b}, v_{c}\right\}$, and the edges are the following:

- Nodes $v_{a}, v_{b}, v_{c}$ are connected in a triangle, and
- For each $s \in\{a, b, c\}$, every $u \in V_{s}$ is connected to $v_{s}$.

We refer to $v_{a}, v_{b}, v_{c}$ as special nodes; they are the only nodes that are part of a triangle in $G_{T}$. Throughout this proof sketch, we ignore the
non-special nodes, because their input gives them no information about the presence of a triangle. (We account for the non-special nodes more formally in the full proof, see the full version for details.)

In a departure from the rest of the paper, here we treat a graph node as a separate entity from its identifier: we construct a random graph $G$ by taking a random subgraph of $G_{T}$ as we describe below, and assigning to each node a random identifier. The algorithm executed at node $v \in V(G)$ knows only the identifier assigned to node $v$, and the identifiers of $v$ 's neighbors; it does not know $v$. This is merely a technical convenience due to the fact that the graphs we consider are all subgraphs of $G_{T}$, and does not weaken the lower bound.

The input distribution. We define $G$ to be a random subgraph of $G_{T}$, where each edge of $G_{T}$ is included with iid probability $1 / 2$. Identifiers are also assigned at random: for each $v \in V\left(G_{T}\right)$, we choose an identifier $\boldsymbol{i d}(v)$ uniformly at random from $\left[n^{3}\right]$.
Remark. Since we choose the identifiers independently from $\left[n^{3}\right]$, there is a small but non-zero chance that two vertices get the same identifier. In this case we do not know what the algorithm will do, as it is not obligated to work when identifiers are not unique. However, the probability of this event is so tiny that it does not affect us by much.

For each $s \in\{a, b, c\}$, let $\boldsymbol{u}_{s}=\boldsymbol{i d}\left(v_{s}\right)$ be the identifier assigned to $v_{s}$.

Input representation. It is technically convenient to represent the input to each node as the sequence of identifiers assigned to its neighbors in $G_{T}$ (i.e., possibly more neighbors than it has in $G$ ), together with a bit-vector indicating for each one whether it is a neighbor in $G$ or not. The algorithm is free to ignore the extra information, so this only strengthens the lower bound. This representation makes it technically easy to view the potential triangle edges as "hidden" among $\Theta(n)$ other iid Bernoulli random variables.

Thus, we give each special node $v_{s}$ the sequence

$$
\boldsymbol{U}_{s}=\left\{\boldsymbol{i d}(w) \mid\left\{w, v_{s}\right\} \in E\left(G_{T}\right)\right\}
$$

of identifiers of $v_{s}$ 's neighbors in $G_{T}$, but we apply a random permutation $\boldsymbol{\pi}_{s}$ to the sequence, so that $v_{s}$ cannot tell which node in $G_{T}$ corresponds to which identifier in $G$. In addition, $v_{s}$ receives the bit-vector $X_{s}$ indicating for each potential neighbor $w$ in $G_{T}$ whether the edge $\left\{v_{s}, w\right\}$ is in $G$; the vector $X_{s}$ is also scrambled using the same permutation $\pi_{s}$, so that its order matches the order of the identifiers in $\boldsymbol{U}_{s}$. And finally, $v_{s}$ receives its own identifier, $\boldsymbol{u}_{s}$.

For $s \neq t \in\{a, b, c\}$, let $\boldsymbol{i}_{s}(t)$ be the index in $\boldsymbol{X}_{s}$ indicating whether the potential triangle edge $\left\{v_{s}, v_{t}\right\}$ is in $G$ or not. (This is a uniformly random index from $v_{s}$ 's perspective.) We use the following short-hand notation: $\boldsymbol{N}_{s}=\left(\boldsymbol{U}_{s}, \boldsymbol{X}_{s}, \boldsymbol{u}_{s}\right)$ is the input to $v_{s}$, and $\boldsymbol{X}_{s t}=\boldsymbol{X}_{s}\left(\boldsymbol{i}_{s}(t)\right)$ is the bit indicating whether the edge $\left\{v_{s}, v_{t}\right\}$ is in $G$.

Observation 5.2. G contains a triangle if and only if $X_{a b} \wedge X_{b c} \wedge$ $X_{a c}=1$.

Now, fix an algorithm $A$ with distributional error at most $1 / 1000$ on $\mu$; that is, when we draw $G \sim \mu$, the probability that $A$ outputs the correct answer is at least $999 / 1000$. (The constant is fairly arbitrary.)

Because a triangle appears with probability $1 / 8$, and $A$ has overall error at most $1 / 1000$, it is easy to verify that conditioned on the presence of the triangle, $A$ rejects with probability at least 1 $8 / 1000>99 / 100$. This means that at least one of the three special vertices, w.l.o.g. $v_{a}$, rejects w.p. $>33 / 100$ in this case. On the other hand, if $X_{a b}=\boldsymbol{X}_{a c}=1$ but $X_{b c}=0$, then $v_{a}$ must accept with probability at least $1-8 / 1000>99 / 100$. So, conditioned on the event $\boldsymbol{X}_{a b}=\boldsymbol{X}_{a c}=1$, node $v_{a}$ must learn some information about $\boldsymbol{X}_{b c}$, and this is formalized by the following lemma. For two vertices $u, w$, Let $\boldsymbol{M}_{u w}$ denote the messages sent by $u$ to $w$.
Lemma 5.3. If $\Pi$ is a protocol that solves triangle-detection, then either

$$
\mathrm{I}\left(X_{b c} ; M_{b a}, M_{c a} \mid N_{a}, X_{a b}=1, X_{a c}=1\right) \geq 0.3
$$

or a symmetric claim holds for $v_{b}$ or for $v_{c}$.
Proof sкetch. Let $\boldsymbol{a c c}_{\boldsymbol{a}}$ be an indicator for the event that $v_{a}$ accepts. By the data processing inequality, since $v_{a}$ 's decision is a function of its input and the messages it receives,

$$
\begin{aligned}
\mathrm{I}\left(\boldsymbol{X}_{b c} ; \boldsymbol{M}_{b a}, \boldsymbol{M}_{c a} \mid N_{a},\right. & \left.X_{a b}=1, \boldsymbol{X}_{a c}=1\right) \\
& \geq \mathrm{I}\left(\boldsymbol{X}_{b c} ; \boldsymbol{a c c _ { a }} \mid \boldsymbol{N}_{a}, \boldsymbol{X}_{a b}=1, \boldsymbol{X}_{a c}=1\right),
\end{aligned}
$$

so it suffices to lower-bound the right-hand side.
As we said above, the distribution of $\boldsymbol{a c c}_{a}$ changes noticeably depending on the value of $X_{b c}=1$ : when $X_{b c}=0$, the probability that $v_{a}$ accepts is at least $99 / 100$. However, the prior probability that $v_{a}$ accepts, when $X_{b c} \sim \operatorname{Bernoulli}(1 / 2)$, is at most (1/2) $\cdot(99 / 100)+$ $(1 / 2) \cdot(67 / 100)<8 / 10$. This "change in behavior" translates to a lower bound on mutual information (see the full proof for the details).

On the other hand, we claim that nodes $v_{b}$ and $v_{c}$ cannot convey this much information about $X_{b c}$ to $v_{a}$.

Lemma 5.4. The information node $v_{a}$ learns about $X_{b c}$ given its input and the presence of edges $\left\{v_{a}, v_{b}\right\},\left\{v_{a}, v_{c}\right\}$ is at most:

$$
\begin{aligned}
\mathrm{I}\left(\boldsymbol{X}_{b c} ; \boldsymbol{M}_{b a}, \boldsymbol{M}_{c a} \mid \boldsymbol{N}_{a}, \boldsymbol{X}_{a b}=1, \boldsymbol{X}_{a c}\right. & =1) \\
& \leq \frac{4\left(\left|\boldsymbol{M}_{c a}\right|+\left|\boldsymbol{M}_{b a}\right|\right)}{n+1}+\frac{2}{n} .
\end{aligned}
$$

Symmetric claims hold for $v_{b}$ and $v_{c}$.
Proof sketch. First, since $\operatorname{Pr}\left(X_{a b}=1, X_{a c}=1\right)=1 / 4$ and mutual information is non-negative,

$$
\begin{aligned}
& \mathrm{I}\left(\boldsymbol{X}_{b c} ; \boldsymbol{M}_{b a}, \boldsymbol{M}_{c a} \mid \boldsymbol{N}_{a}\right) \\
& \quad \geq(1 / 4) \mathrm{I}\left(\boldsymbol{X}_{b c} ; \boldsymbol{M}_{b a}, \boldsymbol{M}_{c a} \mid \boldsymbol{N}_{a}, \boldsymbol{X}_{a b}=1, \boldsymbol{X}_{a c}=1\right) .
\end{aligned}
$$

(This can be seen by writing the expectation on $\boldsymbol{N}_{a}$ as an expectation on $\boldsymbol{X}_{a b}, \boldsymbol{X}_{a c}$ and the rest of $\boldsymbol{N}_{a}$, and expanding out the expectation on $\boldsymbol{X}_{a b}, \boldsymbol{X}_{a c}$.)

We bound the left-hand side. It expresses the information $v_{b}$ and $v_{c}$ 's messages together convey about $\boldsymbol{X}_{b c}$. However, because the two nodes' inputs are independent given the conditioning and $\boldsymbol{X}_{b c}$, we can actually break it up into the sum of what each message conveys by itself: we show that

$$
\begin{aligned}
& \mathrm{I}\left(\boldsymbol{X}_{b c} ; \boldsymbol{M}_{b a}, \boldsymbol{M}_{c a} \mid \boldsymbol{N}_{a}\right) \\
& \quad \leq \mathrm{I}\left(\boldsymbol{X}_{b c} ; \boldsymbol{M}_{b a} \mid \boldsymbol{N}_{a}, \boldsymbol{u}_{c}\right)+\mathrm{I}\left(\boldsymbol{X}_{b c} ; \boldsymbol{M}_{c a} \mid \boldsymbol{N}_{a}, \boldsymbol{u}_{b}\right) .
\end{aligned}
$$

We bound each term separately.
Consider the first term, $\mathrm{I}\left(\boldsymbol{X}_{b c} ; \boldsymbol{M}_{b a} \mid \boldsymbol{N}_{a}, \boldsymbol{u}_{c}\right)$ (the other term is similar). This term essentially measures the information $v_{b}$ sends to $a$ about $\boldsymbol{X}_{b c}$, for a "typical" identifier $\boldsymbol{u}_{c}$. Crucially, when $v_{b}$ sends its message to $v_{a}$, it does not know the identity of $\boldsymbol{u}_{c}$; that is, its message is independent of the choice of $\boldsymbol{u}_{c}$, conditioned on its input. Consequently, we can argue that $\boldsymbol{M}_{b c}$ is independent of the index $\boldsymbol{i}_{b}(c)$ where we hid the bit $\boldsymbol{X}_{b c}$. (This is slightly delicate, because we could have duplicate identifiers; $\boldsymbol{u}_{c}$ does not uniquely specify $\boldsymbol{i}_{b}(c)$. We handle this in the proof by conditioning on the high-probability event that there are no duplicate identifiers; hence the additive $O(1 / n)$ term in the bound we get.)

Now we have reduced everything to the following question: how much does $v_{b}$ 's message $\boldsymbol{M}_{b a}$ reveal about a random coordinate $X_{b}(\boldsymbol{i})$ of its input, where the index $\boldsymbol{i}$ is uniformly random on $n+$ 1 locations, ${ }^{1}$ and not known to $v_{b}$ in advance? Using standard arguments, we show that the answer is $O\left(\left|M_{b a}\right| /(n+1)\right)$. The claim follows.

Corollary 5.5. If $\left|\boldsymbol{M}_{\boldsymbol{b} a}\right|,\left|\boldsymbol{M}_{\boldsymbol{c} \boldsymbol{a}}\right|<n / 60$ then

$$
\mathrm{I}\left(X_{b c} ; M_{b a}, M_{c a} \mid N_{a}, X_{a b}=1, X_{a c}=1\right)<0.1
$$

By combining the two lemmas above, and dealing with the lowprobability event that $G$ contains duplicate identifiers, we get Theorem 5.1.

## 6 SUBLINEAR-TIME PROTOCOL FOR $C_{2 k}$

In this section we show that for any $k \geq 2$, the $C_{2 k}$-subgraph detection problem can be solved in $O\left(n^{1-1 /(k(k-1))}\right)$ rounds. E.g., $C_{4}$ can be detected in in $O\left(n^{1 / 2}\right)$ rounds (which was already known [10]); $C_{6}$ can be detected in $O\left(n^{5 / 6}\right)$ rounds; and so on. Our algorithm combines several techniques: color coding [2], pipelining, and a particular decomposition of low-arboricity graphs (previously used in, e.g., [3]). We also rely on the fact that the Túran number of an even cycle $C_{2 k}$ is ex $\left(n, C_{2 k}\right)=O\left(n^{1+1 / k}\right)$ (see, e.g., [5]).

Let $M=O\left(n^{1+1 / k}\right)$ be an upper bound on ex $\left(n, C_{2 k}\right)$. We assume for simplicity that the bandwidth is sufficiently large to send a sequence of $2 k$ identifiers in one message. (Note that $k$ is treated as a constant throughout.)

Phase I: dealing with high-degree nodes. Our goal in this step is to find a copy of $C_{2 k}$ that includes at least one "high-degree node": a node with degree at least $n^{\delta}$, where $\delta=1 /(k-1)$. If there is such a $C_{2 k}$ in the graph, then in this phase at least one node rejects. Otherwise we will search for cycles comprising only low-degree nodes, in the next phase of the algorithm.

We rely on the fact that if $|E(G)| \leq M$, then there cannot be more than $\left\lceil M / n^{\delta}\right\rceil$ nodes with degree at least $n^{\delta}$. On the other hand, if $|E(G)|>M$, then we may fail, but in this case we know that the graph contains a $2 k$-cycle, because it has too many edges (more than ex $\left(n, C_{2 k}\right)$ ).

We first color-code the graph, assigning each node $u$ a random color $c(u) \in\{0, \ldots, 2 k-1\}$. Then we look for a properly-colored copy of $C_{2 k}$ : a cycle $u_{0}, \ldots, u_{2 k-1}$, where $c\left(u_{i}\right)=i$ for each $i=$ $0, \ldots, 2 k-1$. To search for such cycles, we start a "color-coded" BFS

[^0]to depth $2 k$, from every node that has degree at least $n^{\delta}$ and color 0 . A color-coded BFS is like a regular BFS, except that the BFS token is only allowed to move from node $u$ to a neighbor $v$ if $c(v)=c(u)+1$. In this way we "unravel" paths of nodes with colors $0,1, \ldots, 2 k-1$ respectively, until finally the last node, whose color is $2 k-1$, sends the BFS token back to node 0 , and then node 0 detects the cycle and rejects.

The color-coded BFS is executed in parallel for all nodes, as follows. Each node $u$ maintains a queue of messages it needs to send; initially, if $c(u)=0$ and $\operatorname{deg}(u) \geq n^{\delta}$, then $u$ adds the message (ColorBFS, $u, 0$ ) to its queue, and otherwise $u$ 's queue is initially empty.

In each round, every node chooses an arbitrary message from its queue, sends it to all its neighbors, and removes it from its queue. Upon receipt of a message (ColorBFS, $u, i$ ), node $v$ does the following:

- If node $v$ previously received the same message, it discards the new copy.
- If $u=v$ (i.e., node $u$ received its own message back), and $i=2 k-1$, then we have found a $2 k$-cycle, and node $u$ rejects.
- If $c(v) \neq i+1$, it discards the message.
- Otherwise, $v$ adds a message (ColorBFS, $u, i+1$ ) to its queue. Phase I takes $R_{1}:=\left\lceil M / n^{\delta}\right\rceil+2 k$ rounds. At the end of $R_{1}$ rounds, if any node has a non-empty message queue, it rejects.

A standard pipelining argument shows:
Lemma 6.1. If $|E(G)| \leq M$, then after $R_{1}=\left\lceil M / n^{\delta}\right\rceil+2 k$ rounds, all nodes have empty queues.

Intuitively, this is because at most $\left\lceil M / n^{\delta}\right\rceil$ BFS tokens can "stand in the way" of any given token (as this is an upper bound on the number of high-degree nodes), and each token only travels to distance $2 k$.

Consequently, at the end of phase I, if $|E(G)| \leq M$ then all BFS instances complete, and we get:
Corollary 6.2. If $|E(G)| \leq M$, and $G$ contains a copy of $C_{2 k}$ that includes a node with degree at least $n^{\delta}$, then in phase I, with probability at least $1 /(2 k)^{2 k}$, some node rejects.

What happens if $|E(G)|>M$ ? In this case we know that the graph must contain a $2 k$-cycle, but still, we might not find it. However, we are guaranteed that if after $R_{1}$ rounds some node has a non-empty queue, then the graph has more than $M$ edges, and it contains a $2 k$-cycle. Hence:
Lemma 6.3. If in phase I some node rejects, then $G$ contains a copy of $C_{2 k}$.

Phase II: dealing with the remaining graph. At the end of phase I, any node with degree at least $n^{\delta}$ removes itself and all its edges from the graph. Now we search for copies of $C_{2 k}$ among the remaining nodes.

Let $d=\lceil M / 2 n\rceil$. Using the decomposition from [3], if the graph is $C_{2 k}$-free (which we do not know), we can decompose it into $\lceil\log n\rceil$ layers $V_{1}, \ldots, V_{L}$, with the property that for each layer $\ell$ and node $v \in V_{\ell}$, the number of edges going "up" from $v$ to nodes in equal-or-higher layers $V_{\ell}, V_{\ell+1}, \ldots, V_{L}$ is at most $d=\lceil M / 2 n\rceil$. Essentially, we recursively remove from the graph nodes with degree
sufficiently small in the remaining graph, relying on the fact that if there is no $2 k$-cycle, then at each point the average degree cannot exceed $\lceil M / n\rceil$. After $\lceil\log n\rceil$ such steps, if there is some node that has not been assigned to any layer, this node rejects, as we know that there is a $2 k$-cycle.

Otherwise we continue as follows: for each $v \in V$, let $\ell(v)$ denote the layer of node $v$. We randomly assign each node $v$ a color $c(v) \in[2 k]$. We look only for properly-colored $2 k$-cyles $u_{0}, \ldots, u_{2 k-1}$ where $c\left(u_{0}\right)=0, \ldots, c\left(u_{2 k-1}\right)=2 k-1$ and furthermore, $u_{0}$ is on the highest layer out of all the cycle nodes. (That is, for each $i=1, \ldots, 2 k-1$ we have $\ell\left(u_{i}\right) \leq \ell\left(u_{0}\right)$.)

For this type of cycle, we have the advantage that from the perspective of nodes $u_{1}$ and $u_{2 k-1}$, the number of neighbors they need to "consider for the role of $u_{0}$ " is bounded by their "up-degree" $d$ - the number of neighbors they have in equal-or-higher layers.

Let us call a sequence $u_{0}, \ldots, u_{i}$ a length-i increasing prefix if $c\left(u_{0}\right)=0, c\left(u_{1}\right)=1, \ldots, c\left(u_{i}\right)=i$, or a length-i decreasing prefix if $c\left(u_{0}\right)=0, c\left(u_{1}\right)=2 k-1, c\left(u_{2}\right)=2 k-2, \ldots, c\left(u_{i}\right)=2 k-i$. Our goal now is to have node $u_{k}$ (the "midpoint" of the $2 k$-cycle) receive a length $-k$ increasing sequence and a length $-k$ decreasing sequence, both starting from node $u_{0}$ (the highest-layer node). Node $u_{k}$ will then detect the cycle and reject.

We propagate prefixes of increasing length, as follows:
(1) First, each $v$ with $c(v)=0$ sends the message $(v, \ell(v))$.
(2) Next, each node $v$ colored 1 or $2 k-1$ sends the following: for each message ( $u, \ell(u)$ ) received in the previous round, if $\ell(u) \geq$ $\ell(v)$, then $v$ sends out the prefix $(u, v)$. Since node $v$ has at most $d$ neighbors in equal-or-higher layers, this requires at most $d$ rounds.
(3) For each $i \in\{2, \ldots, k-1\}$, nodes colored $i($ resp. $2 k-i)$ send all the length- $(i-1)$ increasing (resp. decreasing) prefixes they received, appending their name at the end to form length- $i$ increasing (resp. decreasing) prefixes. This takes at most $d$. $n^{\delta \cdot(k-2)}$ rounds.
(4) Finally, nodes $v$ colored $k$ collect the length- $k$ increasing and decreasing prefixes they received, and check if there is some node $u_{0}$ that starts both an increasing and a decreasing prefix ending at $v$. If so, they have found a $2 k$-cycle, and they reject.
Claim 6.4. Assume that $|E(G)| \leq M$. Then (a) all nodes are assigned to a layer after $\lceil\log n\rceil$ steps of layer assignment; and (b) if $G$ contains a $2 k$-cycle, then with probability at least $1 /(2 k)^{2 k}$ some node rejects in phase II.

The running time of phase II is $R_{2}=\lceil\log n\rceil+(2 k) \cdot d \cdot n^{\delta \cdot(k-2)}$. Balancing the running times $R_{1}, R_{2}$ of the two phases, we see that when we take $\delta=1 /(k-1)$, both running times are $O\left(n^{1-1 /(k(k-1))}\right)$, as desired.

Putting everything together. Phases I and II together give us the following guarantee:

- If $|E(G)| \leq M$, and the graph contains a $2 k$-cycle, then with probability at least $\left.1 /(2 k)^{( } 2 k\right)$ some node rejects.
- If some node rejects, then either $|E(G)|>M$, or the graph contains a $2 k$-cycle.
Of course, if $|E(G)|>M$, then we know that the graph must contain a $2 k$-cycle, even though we did not necessarily detect a specific one. Therefore it is proper that the algorithm reject in this case.

To construct an algorithm that detects a $2 k$-cycle with constant probability, we simply repeat each phase $O\left(2 k^{2 k}\right)$ times, each iteration using independently-chosen colors for the nodes.
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[^0]:    ${ }^{1}$ One location is taken up by the bit $\boldsymbol{X}_{a b}$; since we condition here on $\boldsymbol{u}_{a}$, as it is part of $v_{a}$ 's input $\boldsymbol{N}_{a}$, only $n+1$ locations are possible for $\boldsymbol{X}_{b c}$.

