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Abstract

We present a new deep network layer called “Dynamic Convolutional Layer” which is a generalization of the convolutional layer. The conventional convolutional layer uses filters that are learned during training and are held constant during testing. In contrast, the dynamic convolutional layer uses filters that will vary from input to input during testing. This is achieved by learning a function that maps the input to the filters. We apply the dynamic convolutional layer to the application of short range weather prediction and show performance improvements compared to other baselines.

1. Introduction

Deep learning and specifically Convolutional Neural Networks (CNNs) [16] are becoming increasingly popular in solving various computer vision applications. What sets CNNs apart from other neural networks is the use of the convolutional layer. This layer computes the output feature maps by convolving the feature maps of the previous layer with a set of filters. These filters are the only parameters of the convolutional layer and are learned during training, typically by using the back-propagation algorithm.

In recent years, CNNs have achieved state-of-the-art results on a variety of challenging problems such as: object recognition, objection localization, cancer detection, face recognition and scene labelling. [15, 5, 24, 25, 26, 11]. Motivated by the success of CNNs, we decided to examine their performance in the task of short range weather prediction. In this task, one receives a sequence of rain radar images (Figure 1), one image taken every 10 minutes, and the goal is to predict the next image in the sequence. While we understand the critical role of the convolutional layer in recognition problems, we think that a different network architecture could be more suitable for the task of short range weather prediction. Specifically, observing that a radar image in the sequence can be usually approximated as a translation of the previous image in the sequence, suggested the need for a new layer that will translate the last image in the sequence according to the motion behavior of the all sequence.

Motivated by this observation, we present a new deep network layer called the “Dynamic Convolutional Layer”, which generalizes the conventional convolutional layer. Similar to the convolutional layer, the dynamic convolutional layer takes the feature maps from the previous layer and convolves them with filters. The novelty lies in that the filters of the dynamic convolutional layer are not the parameters of the layer, rather they are obtained as the output of a subnetwork of arbitrary depth that maps the input to a set of filters (Figure 3).

In this work, we present the dynamic convolutional layer and use it for the task of short range weather prediction. We compare the results to other baselines, including Convolutional Neural Network that does not use the dynamic convolutional layer. We show that by using the new layer, we gain improvement in performance compared to the other baselines, including the conventional CNN.

2. Related Work

In recent years, a number of papers suggested adaptations to the convolutional layer. In [17], Lin et al. suggested a novel deep network structure called ”Network In Network” (NIN). This structure replaces the linear filters in the conventional convolutional layer with a multilayer perceptron. Using this novel structure, they achieved state-of-the-art performance on CIFAR-10 and CIFAR-100. This work differs from ours in two major ways: first, it replaces the convolutions with a multilayer perceptron. Second, the new blocks are entered sequentially to replace the convolutional layers, i.e., the new block has the same input layer and the same output layer as the convolutional layer it replaces. In our case, we adhere to the convolution operator, which is suitable to the image synthesis tasks that we focus on (NIN is employed for classification). The dynamic convolutions are computed using separate subnetworks that can take the output of the arbitrary previous layer as input.

In parallel to our work, Cohen et al. [6] present a generalization of CNNs. This generalization adds masking weights
to the similarity layers that generalize the conventional convolutional layer. The weights are learned during optimization and not computed while evaluating new samples, in contrast to our work. In addition, whenever the similarity layer computes linear correlations and not functions of distances, the weights can be simply absorbed into the filters. In our case, the dynamic nature of the filters cannot be expressed by conventional networks.

In each dynamic convolutional layer, the interaction between the input from the previous layer and the filter obtained from another layer is of a multiplicative nature. In the literature, multiplicative interactions appear when computing similarities between two images [1, 9] employing autoencoders and for learning interactions of two consecutive frames for action recognition [27] employing restricted Boltzmann machines. Multiplicative interactions were also used to link hidden variables with the network’s input [20, 19], where the hidden variables are eliminated using marginalization. In our networks, both paths leading to the multiplicative interaction are obtained from the network’s input in a feedforward manner. The input is not split into two parts that correspond to two images or two frames, each propagated separately.

Multiplicative interactions also appear as part of the Sigma-Pi units [21], in which the inputs of the previous layers are multiplied to create non-linear interactions. In contrast to our work, this very early contribution considers direct interactions of different elements from the same input layer and is explored in the context of simple artificial neural networks. More references to previous work on multiplicative interactions can be found in [18].

Weather prediction As an application, we employ weather surveillance radar images in order to make short term forecasts of future location and intensity of rain and snow. Such predictions supports both casual usages, such as helping users decide whether to ride their bike to school, and for society-level emergency alerts such as predicting flash floods. In between, the output predictions can be used routinely to predict traffic and be integrated into airport weather systems.

The literature on the subject seems to be much more focused on the physical properties of weather radars [28], on models for calibrating their output with land measurements [3], and on integrating the obtained data, using commercial products, with other weather modalities [7]. While it is not clear how commercial products work, it is apparent that the usage of recent advances in computer vision to the task of rain weather prediction is still largely lacking.

3. Dynamic Convolution Layer

In this section, we describe the dynamic convolution layer, which is a generalization of the convolution layer. The conventional convolution layer is explained in 3.1 and the dynamic convolution layer is explained in 3.2. The discussion explores how the two layers differ from one another in terms of input, output, forward pass and backward pass.

3.1. The Conventional Convolution Layer

The convolution layer receives a single input - the feature maps from the previous layer. The layer computes feature maps as its output by convolving filters across the feature
The dynamic convolutional layer. Layer $k+1$ is computed by convolving the filters across the feature maps in the $k$ layer. The filters themselves are the result of applying a convolutional network on the input.

3.2. The Dynamic Convolution Layer

In contrast to the convolution layer, the dynamic convolution layer receives two inputs. The first input is the features maps from the previous layer and the second is the filters. The feature maps are obtained from the input by following a sub-network $A$. The filters are the result of applying a separate convolutional sub-network $B$ on the input. The output of the layer is computed by convolving the filters across the features maps from the previous layer in the same way as in the convolution layer but here the filters are a function of the input and therefore vary from one sample to another during test time. The whole system is a directed acyclic graph of layers and therefore the training is done by using the back-propagation algorithm.

**Forward Pass** In the forward pass, network $A$ computes the feature maps that will be given to the dynamic convolution layer as the first input and the separated sub convolution network $B$ computes the filters that will be given to the dynamic convolution network as the second input (Figure 3). Let $x_i^t$ be the $i$-th input feature map of sample $t$ and let $y_j^t$ be the $j$-th output feature map of sample $t$. The filters would be denoted by $k_{ij}$. In the forward pass of the convolutional layer, the output feature maps are calculated using the convolution operator (denoted by $*$):

$$ y_j^t = \sum_i k_{ij} \ast x_i^t $$ (1)

**Backward Pass** In the backward pass, the convolution layer computes the gradient of the loss function $l$ with respect to $x_i^t$:

$$ \frac{\partial l}{\partial x_i^t} = \sum_j (\frac{\partial l}{\partial y_j^t}) \ast (k_{ij}) $$ (2)

Where $\ast$ is the convolution with zero padding. As part of the back-propagation algorithm, the values of the gradient $\frac{\partial l}{\partial x_i^t}$ are then passed to the previous layer, the one that computed $x_i^t$. Additionally, the gradient of the loss function with respect to $k_{ij}$ is computed:

$$ \frac{\partial l}{\partial k_{ij}} = \frac{1}{T} \sum_t (\frac{\partial l}{\partial y_j^t}) \ast (\tilde{x}_i^t) $$ (3)

Where $\tilde{x}_i^t$ is the row/column flipped version of $x_i^t$. After computing $\frac{\partial l}{\partial k_{ij}}$, the parameters $k_{ij}$ of the layer are updated by using gradient descent:

$$ k_{ij} = k_{ij} - \alpha \cdot \frac{\partial l}{\partial k_{ij}} $$, (4)

where $\alpha$ is the learning rate.

Notice that in contrast to the conventional convolution layer, in the dynamic convolution layer every sample has a different kernel $k_{ij}$. 

**Backward Pass** In the backward pass, the dynamic convolution layer computes the gradient of the loss function $l$ with respect to $x_i^t$ similarly to before:
Figure 4. The architecture of the network. Network B is a sub-network which computes the filters (H1 and V1) used by the dynamic convolution layers. SH1 is the result of applying a softmax function on H1 and SV1 is the result of applying a softmax function on V1. DC1 is a dynamic convolution layer that takes the last image in the sequence and convolves it with SV1. DC2 is a dynamic convolution layer that is takes DC1 and convolves it with SH1.

Figure 5. The architecture of the network B for the Whole Image Synthesis. C1, C2 and C3 are conventional convolution layers and M1, M2 and M3 are max-pooling layers. After each max-pooling layer, we apply \( \text{tanh} \) non-linearity activation function. H1 and V1 are each connected to M3 by a fully connected layer.

\[
\frac{\partial l}{\partial x^t_i} = \sum_j \left( \frac{\partial l}{\partial y^t_j} \right) \ast (k^t_{ij})
\]

The values of the gradient \( \frac{\partial l}{\partial x^t_i} \) are passed to the layer in network A that produced \( x^t_i \). Additionally, and similarly to the conventional convolutional layer, the gradient of the loss function with respect to \( k^t_{ij} \) is computed:

\[
\frac{\partial l}{\partial k^t_{ij}} = \left( \frac{\partial l}{\partial y^t_j} \right) \ast (\tilde{x}^t_i)
\]

In contrast to the convolution layer, \( k^t_{ij} \) are not parameters of the layer - they are a function of the input \( t \) that are passed from a previous layer in network B. Therefore, the values of the gradient \( \frac{\partial l}{\partial k^t_{ij}} \) are passed to the layer that computed \( k^t_{ij} \) as part of the back-propagation algorithm.

4. Whole Image Synthesis

The whole image synthesis method receives the four 250×250 radar images as an input and outputs the estimated next image in the sequence. The estimation is performed using a DNN that contains the dynamic convolution layer. In practice, the prediction contains the 200×200 center patch of the next image in sequence, since the boundaries are significantly affected by clouds that are not seen in the previous radar images.

Network Architecture The overall architecture is shown in Figure 4. The four radar images of size 250×250 are given as a four channel input to a conventional convolutional layer (C1) with 32 filters of size 7×7×4. The resulting 32 feature maps are then passed to a max-pooling layer (M1) which takes the max over 2×2 spatial blocks with a stride of 2. This is followed by another conventional convolutional layer (C2) with 32 filters of size 7×7×32. The resulting 32 feature maps are then passed to another max-pooling layer (M2) which takes the max over 2×2 spatial blocks with a stride of 2. This is followed by another conventional convolutional layer (C3) with 32 filters of size 7×7×32. The resulting 32 feature maps are then passed to another max-pooling layer (M3) which takes the max over 2×2 spatial blocks with a stride of 2. A fully connected layer transforms the values in (M3) into a 1D horizontal vector \( H1 \) of size 1×41 and a second fully con-
nected layer transforms the values in \((M3)\) into 1D vertical vector \(V1\) of size \(41 \times 1\). Softmax operation is applied on \(V1\) and on \(H1\) resulting in the vectors \(SV1\) and \(SH1\). The dynamic convolution layer is now being used for the first time. The last radar image in the sequence (last in time manners) is taken and convolved with the filter \(SV1\) by using the dynamic convolution layer \((DC1)\). The resulting feature map is now introduced as an input to a second dynamic convolution layer \((DC2)\) and is convolved with the filter \(SH1\). The \(200 \times 200\) center patch of \(DC2\) is taken using a crop layer \(CROP1\) and is passed during training, to an Euclidean loss layer with the true \(200 \times 200\) center patch of the next sequence. The \(\text{tanh}\) nonlinearity is used after each max-pooling layer.

**Intuition**  
The network architecture gives meaning to the vectors \(SV1\) and \(SH1\). Each one of these two vectors can be seen as a vector of probabilities - they are positive and sum to 1 (the result of applying a softmax function). Since \(SV1\) is being used as a vertical filter that the last image in the sequence is being convolved with, it performs a translation in the vertical axis. Similarly, \(SH1\) is a horizontal filter that the resulting feature map is being convolved with, thereby performing translation in the horizontal axis. Therefore, the network learns to map the input sequence of \(10 \times 10\) frames and produce probability vectors that predict the proper translation in the horizontal and vertical axes that would transform the last image in the sequence to the next, unseen one.

**5. Patch by Patch Synthesis**

The whole image synthesis method works well in cases where all the objects in the sequence are translated by the same amount. In order to deal with more complicated scene motions, a patch by patch synthesis is presented next. In this method, a DNN is trained on patches (small image regions) of the radar sequence. The input of this network is a sequence of four radar images of size \(70 \times 70\) and its output is the \(10 \times 10\) center patch of those patches for the next image in the sequence. In order to compute the next image in the sequence, the DNN is applied in a sliding window fashion. This sliding window approach has been applied successfully in the past, such as in the application of detecting mitosis in breast histology images [5].

**Network Architecture**  
The network architecture is very similar to the network architecture of whole image synthesis and therefore we only described the difference between the two. Due to the smaller size of the input, we remove the last convolution layer \((C3)\) and the last max-pooling layer \((M3)\). Additionally, the crop layer \((CROP1)\) takes the \(10 \times 10\) center patch of \((DC2)\).

**6. Results**

The dynamical convolution layer was developed, tested and compared to alternatives on three very large datasets for short range weather prediction. We describe the data sets in Section 6.1 and the preprocessing steps in Section 6.2. Training and implementation details are described in 6.3. The methods that we compared ourselves to are described in 6.4. Finally, a comparison of the accuracy of all the methods on the three datasets is done in 6.5.

**6.1. Datasets**

We are using three data sets. The first dataset contains radar images that were taken in Tel Aviv, Israel, the second dataset contains radar images that were taken in Davenport, Iowa and the third dataset contains radar images that were taken in Kansas City, Missouri. Each dataset was split into train, validation and test sets such that each set contains sequences that were taken on a different range of years - in order to prevent contamination. On many days, many sequences are empty or nearly empty. These sequences are easy to predict and are therefore filtered out from the benchmark.

All three datasets were subsampled to create manageable experiments. The three training sets contain 32,000 sequences each, the validation sets contains 4,800 sequences per radar dataset and each test set contains 3,200 sequences.

**6.2. Preprocessing**

The radar images of the Tel Aviv dataset contain a map as a background image (Figure 1). In order to build meaningful models, background subtraction is first applied to every image in this dataset.

Next, for all three datasets, we apply a constant color transformation function on every image, in order to transform the color maps depicting the cloud intensity to image intensities (Figure 2). Note that simply applying a gray scale transformation to the image would not produce the desirable results since the colorbar of the radar images is not monotonic under the gray scale transformation. We then crop and scale the image to \(250 \times 250\) pixels.

**6.3. Implementation Details**

The Dynamic Convolutional Layer was implemented using the open source Caffe library [14]. All the weights in the DNN were initialized according to the Xavier initialization [13]. The training was done using stochastic gradient descent (SGD) with a learning rate of 0.001 and a momentum of 0.9.

**6.4. Baseline Methods**

The dynamic convolutional layer was compared to several alternative techniques that are described next. Notice
that linear regression and the CNN models were not used for the entire image, only for patches. This is due to the larger output size of the entire image approach that would have dramatically increased the number of parameters in the model, making these models less feasible.

**Last Frame** The prediction and the input sequence have strong correlations and therefore one can simply take the last frame as the prediction. Since the last frame is expected to be the closest to the predicted frame, this baseline already performs rather well.

**Global Motion Estimator** A global motion vector \((dx, dy)\) is inferred using a black-box motion estimator, namely, opencv’s Keypoint Based Motion Estimation function [4]. The last image is then translated according to this vector and the result is the prediction. Notice that this method sometimes fails when the motion is not estimated successfully for various reasons.

**Patch Based Linear Regression** A linear regression model that transforms a sequence of four radar image patches of 70×70 into the 10×10 center patch of the next image patch in the sequence is learned on the training set. The 200×200 central regions of the next image in the sequence is then computed by applying the linear regression model in a sliding window fashion.

**Patch Based Convolutional Neural Network** A CNN model that transforms a sequence of four radar image patches of 70×70 into the 10×10 center patch of the next image patch in the sequence is learned on the training set. The next image in the sequence is computed by repeatedly applying the network in a sliding window fashion. The architecture of the CNN is as follows: The four radar image patches of size 70×70 are given to a conventional convolutional layer \((C1)\) with 32 filters of size 7×7×4. The resulting 32 feature maps are then passed to a max-pooling layer \((M1)\) which takes the max over 2×2 spatial blocks with a stride of 2. This is followed by another conventional convolutional layer \((C2)\) with 32 filters of size 5×5×32. The resulting 32 feature maps are then passed to another max-pooling layer \((M2)\) which takes the max over 2×2 spatial blocks with stride of 2. This is followed by another conventional convolutional layer \((C3)\) with 32 filters of size 3×3×32. The resulting 32 feature maps are then passed to a fully connected layer \(F1\) that produces a vector with 1600 entries. Finally, the 1600 entries are passed to a fully connected layer \(F2\) that produces a vector with 100 entries, which is the network’s prediction. The specific network architecture was chosen in a trial and error fashion to obtain the best performance on the validation set. We examined around 20 architectures both smaller and bigger and chose the best performing network for this comparison.

### 6.5. Accuracy Comparison

For each method and for each each sample \(t\), the (squared) Euclidean loss is computed:

\[
\sum_{i=1}^{200} \sum_{j=1}^{200} (\hat{y}_{ij} - y_{ij})^2 ,
\]

where \(\hat{y}\) denotes the predicted image. The mean results, as well as the standard errors (SE) are presented in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Tel Aviv Dataset</th>
<th>Davenport Dataset</th>
<th>Kansas City Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Last Frame</td>
<td>20.059±0.536</td>
<td>258.818±2.552</td>
<td>241.392±2.975</td>
</tr>
<tr>
<td>Global Motion Estimator</td>
<td>16.837±0.496</td>
<td>173.402±1.547</td>
<td>179.953±2.065</td>
</tr>
<tr>
<td>Patch Based Linear Regression</td>
<td>13.002±0.435</td>
<td>164.854±1.377</td>
<td>160.489±1.682</td>
</tr>
<tr>
<td>Patch Based CNN</td>
<td>11.480±0.431</td>
<td>105.242±0.839</td>
<td>101.880±1.042</td>
</tr>
<tr>
<td>Whole Image Dynamic Convolution Network</td>
<td>12.340±0.461</td>
<td>117.316±0.929</td>
<td>118.402±1.174</td>
</tr>
<tr>
<td>Patch Based Dynamic Convolution Network</td>
<td>11.114±0.412</td>
<td>101.983±0.802</td>
<td>98.790±0.995</td>
</tr>
</tbody>
</table>

Table 1. Results. Comparison of our models with competitive methods on three datasets.
Figure 7. Each row represents a model and each column represents a sequence. In each image, the red color represents the ground truth - the real next radar image in the sequence, the green color represents the prediction according to the specific model and the yellow color represents the overlapping between the prediction and the ground truth.
1. All differences seen in the Table were verified to be statistically significant at a significance level of 0.01 using a paired t-test, except for the difference between Patch Based CNN and Patch Based Dynamic Convolution Network on the Tel Aviv dataset. As can be seen, the Tel-Aviv dataset has the smallest error. This is due to the scarcity and sparseness of rain clouds over Israel in comparison to the two US locations. Among the methods, the patch based dynamic CNN provides the lowest error rates in all three datasets. The next best performing method is the patch based conventional CNN and the following best performing method is the whole image dynamic CNN. The linear regression and the global motion estimators do not perform as well as the CNN based methods.

Additionally, due to the fact that the Tel-Aviv dataset lacks rain clouds, we compute the performance of the Tel-Aviv dataset Patch Based CNN and Patch Based Dynamic CNN models that were learned on the US dataset. As a result, the Euclidean loss of the Patch Based Dynamic CNN improved to 10.766 ± 0.414 and the Euclidean loss of Patch Based CNN degraded to 11.708 ± 0.536.

The convergence of the dynamic CNN method follows a typical pattern. The error rate of the network starts higher than the analogous conventional CNN, but after a few epochs the error rate drops sharply and remains lower than its counterpart. A typical run is depicted in Figure 6. Overall, the convergence of the patch based dynamic CNN is much faster than the patch based conventional CNN. In order to supply a fair comparison of the convergence, the running time of a single epoch was computed for the Patch Based Dynamic CNN and Patch Based CNN by taking the mean of 31 epochs. The running time of a single epoch in the Patch Based CNN is 189.935 ± 3.950 and in the Patch Based Dynamic CNN is 233.677 ± 10.331. Therefore, a single epoch in the Patch Based Dynamic CNN is a bit slower than in the Patch Based CNN, but the overall convergence of the Patch Based Dynamic CNN is faster than the Patch Based CNN.

Examples of radar image sequences and next frame prediction for every model are shown in Figure 7.

7. Discussion

The current emphasis in the recent deep learning literature is on multiclass classification. However, deep learning networks can be used for super resolution [10], blind-image deconvolution [23], noise removal, and other image processing tasks for which the output is an image. Such domains can benefit from incorporating dynamic filters that are constructed based on the input image.

In addition, deep learning systems that combine recognition with detection and segmentation, such as the semantic segmentation line of work [2, 8] could also benefit from dynamic filters. Such filters would allow the system to adapt to multiple scenarios and handle a wider variety of scenes.

While not directly related to the dynamic convolutional layer itself, the error signal which we propagate stems from the Euclidean error. This might be suboptimal for image synthesis applications since it does not take into account the structure of images. For example, blurry images, which are not visually appealing, sometimes get lower error rates than more naturally looking but shifted images. A possible way to address this is by incorporating graphical models on top of the learned convolutional neural networks, e.g., [12].

Lastly, we show that a network that contains a dynamic convolution layer outperforms a network which does not. Since the dynamic layer incorporates a subnetwork for computing the filters, the overall network becomes more complex. To be fair, we tried to make the baseline network deeper than the proposed one and have tested multiple alternatives, learning rates, and regularization schemes in order to obtain the best performing baseline network. The proposed network which is the one incorporating the dynamic filter, was much easier to obtain. It is possible that the use of more complex network components, such as the dynamic convolutional layer, will ultimately lead to straightforward network architectures.
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