Complexity of Multiverse Networks and their Multilayer Generalization

Etai Littwin and Lior Wolf
The Blavatnik School of Computer Science
Tel Aviv University

Abstract—Multiverse networks were recently proposed as a method for promoting more effective transfer learning. While an extensive analysis was proposed, this analysis failed to capture two main aspects of these networks: (i) the rank of the representation is much lower than the rank predicted by the analysis; and (ii) the contribution of increased multiplicity in such networks diminishes quickly. In this work, we propose additional analysis of multiverse networks which addresses both deficits. A major contribution of our work is quantifying the Rademacher complexity of the multiverse network. It is shown that the complexity upper bound of multiverse networks is significantly lower than that of conventional networks, and diminishes by a factor of \( \sqrt{k} \), \( k \) being the multiplicity. In addition, we generalize the notion of multiverse networks to multilayer multiverse networks. We derive the Rademacher complexity formula to such networks and present experimental results.

I. INTRODUCTION

A major aspect in the recent success of deep neural networks is their effectiveness in tasks involving transfer learning. However, only a few contributions have focused on directly promoting this property. The Multiverse networks [7] have not only shown experimentally to significantly increase the effectiveness of transfer learning in comparison to conventional networks, but are also, in the context of the Joint Bayesian algorithm [2], theoretically justified.

Multiverse networks are a variant of neural networks in which the representation layer is linked to the predictions through multiple sets of pairwise orthogonal classifiers. Without explicitly enforcing anything beyond this orthogonality, two desirable properties emerge. First, the dimensionality of the learned representation is reduced and a low-rank representation is obtained. Second, the representation contains more discriminative directions, as is measured by the fisher score, i.e., by the generalized Rayleigh quotient of the Between- and Within-class covariance matrices. Both these properties are shown by a series of theorems in [7].

Even more remarkably, the multiverse network is essentially parameter free: as the multiplicity \( k \) increases, the rank of the representation converges quickly to a “natural dimensionality”. This dimensionality is stable and is much lower than what is predicted by the theoretical analysis of [7]. Therefore, unlike most dimensionality reduction and related methods, when employing multiverse networks, the data provides us with a clear signal as to the desired representation independently of our choice of parameters.

In the current work, we address this unique property. First, we measure the richness of the class of multiverse networks as a function of the multiplicity parameter \( k \). Second, we explain the root cause for an emerging dimensionality that is much lower than what is predicted by [7].

In addition, we generalize the notion of multiverse networks. In [7], multiverse networks were studies at the level of what is called the “representation layer”, i.e., the activations of the layer just below the top classification layer. However, as we show here, the multiverse principle can also readily be applied to other layers. In the following sections, multilayer multiverse networks are defined, a suitable optimization algorithm is proposed, their functional complexity is derived and initial experimental results for employing such networks are presented.

II. RECAPITULATING MULTIVERSE NETWORKS

Multiverse networks as introduced in [7] were shown to improve transfer learning in various verification metrics, as well as to encourage some desirable properties in the emerging representation such as low rank and better discriminability between classes. In its core, the multiverse network is simply a neural network with multiple orthogonal classifiers for each class, see Fig. 1(b). During training, the cross entropy loss of each vector of softmax probabilities produced by the different classifiers is summed over, with an added term that encourages orthogonality between the different classifiers of the same class. Specifically, we consider a simple model of an \( L \) layer feed forward neural net with multiple outputs and relu activation functions \( \mathcal{N} : \mathbb{R}^d \rightarrow \mathbb{R}^c \). We denote\(^1\) by \( W_j \in \mathbb{R}^{d_{j-1} \times d_j} = [w_{j1}, w_{j2}...w_{jd_j}] \) the weights matrix connecting layer \( j-1 \) to layer \( j \) where \( d_j \) is the dimensionality of layer \( j \) (notice that \( d_L = c \)), and by \( \sigma(\cdot) \) the relu activation function acting element wise on its input. The output of a neural net with \( L \) layers acting on input \( x \) is therefore:

\[
\mathcal{N}(x) = W_L^\top ... \sigma(W_3^\top \sigma(W_2^\top \sigma(W_1^\top x)))
\]

We denote by \( \mathcal{N}_l(x) \in \mathbb{R}^{d_l} \) the output of the \( l \)th layer, and \( \mathcal{N}_l^n(x) \in \mathbb{R} \) the output of the \( n \)th neuron in the \( l \)th layer, so that:

\[
\mathcal{N}_l^n(x) = w_{ln}^\top \mathcal{N}_{l-1}(x)
\]

where \( w_{ln} \) is the \( n \)th column of \( W_l \). A \( k \)-multiverse network has \( k \) column-wise orthogonal weight matrices \( W_L^1,...W_L^k \) connecting layer \( L-1 \) and layer \( L \). We index the orthogonal weight vectors of the multiverse network by a superscript such

\(^1\)The notations used in this work are summarized in Table I.
that: \( \forall j, i \neq i' \; w_{L_j}^{iT} w_{L_j}^{i'} = 0 \). When training, given input pairs \( x = (x_1, y_1) ... (x_m, y_m) \), the loss is computed as follows:

\[
L(x) = -\frac{1}{k} \sum_{t=1}^{k} \sum_{i=1}^{m} \log \left( \sum_{j=1}^{Y} e^{w_{L_j}^{iT} N_{L-1}(x_i)} \right) + \lambda \sum_{t=1}^{k} \sum_{i'=t+1}^{k} \sum_{j=1}^{Y} |w_{L_j}^{iT} w_{L_j}^{i'}|^2
\]

(3)

At test time, the probability of \( x_i \in y_i \) is computed as follows:

\[
p(y_i|x_i) = \frac{1}{k} \sum_{t=1}^{k} \sum_{i=1}^{m} e^{w_{L_j}^{iT} N_{L-1}(x_i)} \sum_{j=1}^{Y} e^{w_{L_j}^{iT} N_{L-1}(x_i)}
\]

(4)

It was shown in [7] that instead of the averaging of probabilities in Eq. 4 it is enough to select one probability vector (fix \( t \)), since all \( k \) probability vectors are identical (this is due to the fact the the projection of each classifier in the set of orthogonal classifiers on the data turns out to be the same, and orthogonality is achieved by the low rank representation). In addition, it was shown that multiverse networks encourage desirable properties in the emerging representation, such as a more balanced, low rank distribution and fisher spectrum. It was further shown that these properties allow for more effective transfer learning using verification metrics, as demonstrated on tasks such as face recognition.

**TABLE I**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>A set of input data.</td>
</tr>
<tr>
<td>( Y )</td>
<td>Number of classes.</td>
</tr>
<tr>
<td>( m )</td>
<td>Number of data points, typically indexed by ( i ).</td>
</tr>
<tr>
<td>( y )</td>
<td>( m \times 1 ) vector of labels. Each label is ( y_i ).</td>
</tr>
<tr>
<td>( N(x_i) )</td>
<td>The output of the ( n )’th neuron in the ( l )’th layer of a neural net ( N(x_i) ) evaluated on input ( x_i ).</td>
</tr>
<tr>
<td>( \mathcal{N}_{multi} )</td>
<td>A network with one or more multiverse layers.</td>
</tr>
<tr>
<td>( L )</td>
<td>Number of layers in a network.</td>
</tr>
<tr>
<td>( d_l )</td>
<td>Dimensionality of the representation in layer ( l ).</td>
</tr>
<tr>
<td>( W_l )</td>
<td>A ( d_{l-1} \times d_l ) matrix of weights connecting layer ( l-1 ) and layer ( l ).</td>
</tr>
<tr>
<td>( w_{ln} )</td>
<td>Column ( n ) in ( W_l ).</td>
</tr>
<tr>
<td>( c_l )</td>
<td>A bound on the norm of ( w_{ln} ).</td>
</tr>
<tr>
<td>( k )</td>
<td>Multiplicity parameter in a multiverse network.</td>
</tr>
<tr>
<td>( R(N_L) )</td>
<td>The rademacher complexity of network ( N ).</td>
</tr>
<tr>
<td>( K )</td>
<td>A ( d_{L-1} \times m ) matrix of features (i.e representation in layer ( L-1 ) of data ( x )).</td>
</tr>
<tr>
<td>( U )</td>
<td>Kernel (Null space) of ( R ).</td>
</tr>
</tbody>
</table>

**Summary of notations.**
III. MULTILAYER MULTIVERSE NETWORKS

In this work, we extend the notion of multiverse networks to hidden layers, where the exact same column wise orthogonality principle applies to the weights of single or multiple hidden layers, as illustrated in Fig. 1(c). In the multilayer case, in order to compute the loss for some batch, we would need to forward propagate an input sample through exponentially many possible paths, and thus sum over exponentially many softmax probability vectors. For example, given that both layers \( L \) and \( L - 1 \) have \( k \) orthogonal copies, the output of the network for sample \( x_i \) depends on the path \( u = [u_1, u_2] \), \( u_i \in [1, 2...k] \):

\[
\mathcal{N}_L(x_i, u) = W_L^{u_1} \sigma(W_L^{u_2} ... \sigma(W_2^T \sigma(W_1^T x)))
\]

(5)

Since it is not feasible to forward propagate through exponentially many paths during training, we adopt a more stochastic approach where the path \( u \) is uniformly sampled for each batch. The loss for some path \( u \) and input \( x_i \) is therefore:

\[
L(x, u) = - \sum_{i=1}^{m} \log \left( \frac{e^{\mathcal{N}(x_i, u)^{u_i}}}{\sum_{j=1}^{N} e^{\mathcal{N}(x_i, u)^{j}}} \right)
+ \lambda \sum_{l \neq u_i} \sum_{j} |w_{ij}^u - w_{ij}^u|
\]

(6)

where the index \( l \) implies summing over “multiverse” layers. In order to classify a new sample at test time, exponentially many forward propagations would still need to be computed and averaged out, which may be impractical in many real world applications. However, such a computation is unnecessary, since similar to the conventional multiverse network, the pseudo probability vectors for each path turn out to be the same, and hence a single forward propagation of any random path is sufficient.

IV. RADEMACHER COMPLEXITY OF MULTIVERSE NETWORKS

Let \( X = [x_1...x_m], x \in \mathbb{R}^d \) denote some input set drawn from some unknown distribution, and let \( F : x \rightarrow \mathbb{R} \) denote a class of functions. We denote the random variable \( \mathcal{R}_m \) as:

\[
\mathcal{R}_m(F, x) = E_{\rho} \left[ \sup_{f \in F} \frac{1}{m} \sum_{i=1}^{m} \rho_i f(x_i) \right]
\]

(7)

Where \( \rho_i \) are uniform independent \(-1,1\) valued random variables. The Rademacher complexity of \( F \) is defined as \([1]\):

\[
\mathcal{R}(F) = E_{\varepsilon} \mathcal{R}_m(F)
\]

(8)

For simplicity, we will consider a model of a feed forward neural net with a single output (\( d_L = 1, w_L \in \mathbb{R}^{d_{L-1} \times 1} \)), which we denote by the superscript 1, e.g., \( \mathcal{N}_L^1 \), is an \( L \) layer neural network with a univariate output. In addition, we apply \( L_2 \) regularization on the weights by restricting the \( L_2 \) norm of each weight vector \( \forall i, ||w_{ij}||_2 < c_l \). We define the Rademacher complexity of a k-multiverse network \( \mathcal{N}_{mult,L}^1 \) as:

\[
\mathcal{R}(\mathcal{N}_{mult,L}^1) = E_{\varepsilon} E_{\rho} \left[ \sup_{W} \frac{1}{km} \sum_{i=1}^{m} \rho_i \sum_{t=1}^{k} w_{L_t}^T \mathcal{N}_{L-1}(x_i) \right]
\]

(9)

The following theorem bounds the Rademacher complexity of such class of functions.

**Theorem 1:** The Rademacher complexity of feed forward neural networks with a single output, relu activation functions and \( k \) orthogonal classifiers is bounded by:

\[
\mathcal{R}(\mathcal{N}_{mult,L}^1) \leq \frac{\sqrt{d_L} \cdot c_L}{\sqrt{k}} \mathcal{R}(\mathcal{N}_{L-1}^1)
\]

(10)

**Proof:**

\[
\mathcal{R}(\mathcal{N}_{mult,L}^1) \leq E_{\varepsilon} E_{\rho} \left[ \sup_{W} \frac{1}{km} \sum_{i=1}^{m} \rho_i \mathcal{N}_{L-1}(x_i) \right]
\]

(11)

For any vectors \( u, v \), it holds that \( ||u||_1 ||v||_\infty > u^T v \), and so:

\[
\mathcal{R}(\mathcal{N}_{mult,L}^1) \leq E_{\varepsilon} E_{\rho} \left[ \sup_{W} \frac{1}{km} \sum_{i=1}^{m} \rho_i \mathcal{N}_{L-1}(x_i) \right]
\]

(12)

It holds that \( \sum_{t=1}^{k} \rho_i w_{L_t}^2 \leq \sqrt{d_L-1} \cdot \sum_{t=1}^{k} \rho_i \|ar{w}_{L_t}^2 \|_2 \). Using the orthogonality constraint between \( w_{L_1}^2 ... w_{L_L}^2 \), we have that \( \sum_{t=1}^{k} \rho_i \|ar{w}_{L_t}^2 \|_2 \leq c_L \sqrt{k} \). And so:

\[
\mathcal{R}(\mathcal{N}_{mult,L}^1) \leq \frac{\sqrt{d_L-1} \cdot c_L}{\sqrt{k}} E_{\varepsilon} E_{\rho} \left[ \sup_{W} \frac{1}{km} \sum_{i=1}^{m} \rho_i \mathcal{N}_{L-1}(x_i) \right]
\]

(13)

In order to compare the upper bound with that of a regular neural network with a single classifier, we notice that substituting \( w_{L_1}^2 = w_{L_2}^2 = ... w_{L_L}^2 = w_L \) in Eq. 9 results in the standard Rademacher complexity definition of neural networks with a single classifier. Following the same derivation, we get the upper bound for the universe case:

\[
\mathcal{R}(\mathcal{N}_L^1) \leq \sqrt{d_{L-1}} c_L \mathcal{R}(\mathcal{N}_{L-1}^1)
\]

(14)

Theorem 1 gives a clear indication as to the regularization power of the multiverse architecture, as the model overall complexity is reduced by a factor of \( \sqrt{k} \).
Lemma 1: Let $F$ be a a class of real valued functions, and let $\phi : \mathcal{R} \rightarrow \mathcal{R}$ be a Lipschitz function with a Lipschitz constant $L_\phi$ and $\phi(0) = 0$. Then:

$$\mathcal{R}(F \circ \phi) \leq 2L_\phi \mathcal{R}(F)$$

Lemma 1 directly applies to networks with relu activations, since the relu function is a Lipschitz function with a constant $L_\phi = 1$. We now extend Theorem 1 to a general layer in the network.

Theorem 2: The Rademacher complexity of feed forward neural networks with a single output, relu activation functions and $k$ column wise orthogonal matrices in some layer $l$ is

$$\mathcal{R}(N_{mult,l}^1) \leq \frac{2^{L-l+1}}{\sqrt{k}} \prod_{j=l}^{L} \sqrt{d_j - 1} \mathcal{R}(N_{l-1}^1)$$

Proof: This result is immediate using theorem 1, lemma 1 and equation 14.

We now extend the the complexity bound to multilayer multiverse nets. In the general case, where $p$ layers have $k$ orthogonal weight matrices, an input has $k^p$ possible net configurations to traverse. In the following analysis, we consider the family of simple feed forward networks, where the top $p$ hidden and output layers have $k$ orthogonal copies. Let $u = [u_1, u_2, \ldots, u_p], u_i \in [1..k]$ index the weight copies in the top $p$ layers, the output of $N \in H$ for input $x$ and weight configuration $u$ is therefore:

$$N_L^1(x, u) = W_L^{u_1 \top} \ldots \sigma(W_{L-p+1}^{u_p \top} \sigma(W_{L-p+2}^{u_p \top} \sigma(W_{L-p+1}^{u_p \top} N_{L-p}(x))))$$

We define the Rademacher complexity $R(N_{mult,L}^1)$:

$$R(N_{mult,L}^1) = E_x E_\rho \left[ \sup_{W} \left( \frac{1}{k^{p-1} n} \sum_{i=1}^{m} k \sum_{u_1 \ldots u_p = 1} N_L^1(x, u) \right) \right]$$

In the following theorem, we bound the Rademacher complexity of $N_{mult,L}^1$. Theorem 3: The Rademacher complexity of $N_{mult,L}^1$ is bounded by:

$$R(N_{mult,L}^1) = E_x E_\rho \left[ \sup_{W} \left( \frac{1}{k^{p-1} n} \sum_{i=1}^{m} \sum_{u_1 \ldots u_p = 1} N_L^1(x, u) \right) \right]$$

Proof: We have:

$$R(N_{mult,L}^1) = E_x E_\rho \left[ \sup_{W} \left( \frac{1}{k^{p-1} n} \sum_{i=1}^{m} \sum_{u_1 \ldots u_p = 1} N_L^1(x, u) \right) \right]$$

Using lemma 1:

$$\mathcal{R}(N_{mult,L}^1) \leq 2^{d_{L-1} - 1} \sqrt{k} E_x E_\rho \left[ \sup_{W} \left( \frac{1}{k^{p-1} n} \sum_{i=1}^{m} \sum_{u_1 \ldots u_p = 1} N_L^1(x, u) \right) \right]$$

Applying this procedure recursively, we get the result:

$$\mathcal{R}(N_{mult,L}^1) \leq \frac{2^{p-1}}{k^\frac{L}{2}} \prod_{j=1}^{p} \sqrt{d_{L-j} - 1} \mathcal{R}(N_{L-p}^1)$$

V. THE EFFECT OF REGULARIZATION ON MULTIVERSE NETWORKS

An especially evident property that emerges in the representation of a multiverse network is the low rank property. The spectrum of the representation covariance matrix seems to drop abruptly to zero in a manner not consistent with the familiar exponential tail that characterizes the representation of regular networks, as illustrated in Fig. 2. It was suggested in [7] that enforcing multiple orthogonal classifiers essentially enforces multiple solutions to a linear set of equations, effectively enforcing a non-zero kernel on the representation. This, however, does not explain the magnitude of the drop in the effective rank, since even a slight drop in rank can theoretically allow multiple orthogonal solutions. Formally, we denote the network representation in layer $L-1$ of input $x = [x_1 \ldots x_m]$ by
Effective rank as a function of $k$. The dimensionality converges to a constant $p = \text{rank}(U) = \text{effective rank}$ as a function of $k$ is shown. Effective rank as a function of $k$. The dimensionality converges to a constant $p = \text{rank}(U) = \text{effective rank}$ as a function of $k$ is shown. Effective rank as a function of $k$. Therefore, if $U$ is a kernal of rank 1 (i.e., $K$ has rank $d_{L-1} - 1$), then an orthogonal solution is possible by construction, providing that $\|U^TW\|_2 \neq 0$. However, if $U$ is a kernal of rank 1, then for a multiclass classification problem, it is highly likely that for some class $j$, the term $\|U^TW_j\|_2$ is close to zero, resulting in a classifier $w$ of high norm. In general, the larger the kernal $U$, the smaller $\|\gamma\|_2$ which, in turn, reduces the norm of the weights. The regularization of the weights norm therefore directly contributes to the dramatic decrease in the rank of $K$.

VI. Experiments

We present experiments demonstrating the use of multilayer multiverse networks. The experiments are performed on the CIFAR-100 dataset [5] and on the CASIA face recognition dataset [9], where transfer is shown on LFW [3].

In our experiments, we employ two network architectures. For the CIFAR-100 experiments, we use the architecture of network in network [6]; for the face recognition experiments, we use the scratch architecture [9]. The networks were trained from scratch at each experiment, using the MatConvNet framework [8]. Both networks are fully convolutional, and we added a hidden linear layer on top of the networks (no relu) in order to apply our method on top of a vector of activations. Furthermore, for the standard multiverse networks (only top layer), the learning rate for each layer excluding the top layer was divided by the multiplicity parameter $k$, effectively averaging the gradients from the $k$ losses. The architectures used are given, for completeness, in Tab. II and Tab. III for the network in network and scratch networks respectively.

The CIFAR-100 dataset [5] contains 50,000 $32 \times 32$ color images, split between 100 categories. Throughout our experiments, we use the scratch architecture [9]. The networks were trained from scratch at each experiment, using the MatConvNet framework [8]. Both networks are fully convolutional, and we added a hidden linear layer on top of the networks (no relu) in order to apply our method on top of a vector of activations. Furthermore, for the standard multiverse networks (only top layer), the learning rate for each layer excluding the top layer was divided by the multiplicity parameter $k$, effectively averaging the gradients from the $k$ losses. The architectures used are given, for completeness, in Tab. II and Tab. III for the network in network and scratch networks respectively.
LFW benchmark in the unrestricted mode [4] is used (we do not use person ID from LFW, but do use the IDs of the CASIA dataset). The LFW results are mean accuracy estimated over the fixed ten cross-validation splits. The cosine distance is used to measure verification accuracy on the LFW splits.

In the LFW experiments, we also performed the monolayer (p = 1) k = 1 (baseline), k = 3, and k = 5 experiments as well as a multilayer multiverse (k = 2, p = 2) experiments. As can be seen in Tab. V both the monolayer and the multilayer multiverse outperform the baseline method.

VII. DISCUSSION AND FUTURE WORK

While we have opened the door for the study of multilayer multiverse networks, the experiments presented only include a small fraction of their universe. There is no principled reason to focus, for example, on the very top layers. We are curious, for example, in observing the outcome of applying multiplicity to the first encoding layers in order to increase their robustness, e.g., to image noise.

The most remarkable property of multiverse networks is the emergence of a parameter independent dimensionality that is dependent solely on the data itself. We are unaware of any other methods to measure the effective dimensionality that does not depend on an underlying parameter. For multiverse networks, it seems that the dimensionality, given large enough k, is extremely stable, and does not change with k or with the regularization parameter λ. Moreover, this dimensionality is task dependent since it is obtained in a supervised network.
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