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Abstract

Datarraces in multithreaded programs often indicate severe bugs and can cause unexpected behaviors when different thread interleavings are executed. Because datarraces are a cause for concern, many works have dealt with the problem of detecting them. Works based on dynamic techniques either report errors only for datarraces that occur in the current interleaving, which limits their usefulness, or produce many spurious datarraces. Works based on model checking search exhaustively for datarraces and thus can reveal even those that occur in rarely executed paths. However, the applicability of model checking is limited because the large number of thread interleavings in realistic multithreaded programs causes state space explosion. In this work, we combine the two techniques in a hybrid scheme which overcomes these difficulties and enjoys the advantages of both worlds. Our experimental results show that our hybrid technique succeeds in providing thread interleavings that prove the existence of datarraces in realistic programs. The programs that we have experimented with cannot be checked using either an ordinary industrial strength model checker or bounded model checking.
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Chapter 1

Introduction

Writing multithreaded programs is known to be error prone. Data races in multithreaded applications occur when a thread writes into a memory location while another thread is reading from or writing into it at the same time. Data races often indicate severe bugs and can cause unexpected behaviors when different thread interleavings are executed. Most data races are caused by improper use of synchronization operations, though some data races are, of course, intentional. However, we argue that it is important to be aware even of those intentional data races inserted into certain programs. A further problem is that of programmers who try to deal with data races by inserting redundant synchronization operations that degrade performance or even cause deadlocks.

That data races can occur on rarely executed paths makes their detection difficult. In general, data race detection for arbitrary programs is undecidable [3], and even for a restricted set of programs, such as those without branching, data race detection is NP-complete [31]. Because data races are
a cause for concern, many works have dealt with the problem of detecting them. Most works rely on static [8, 12, 33] or dynamic [19, 23, 26] analysis to find dataraces, while others use model checking [9], or a combination of techniques [7, 15] for better results.

Static analysis tools such as [8, 12, 33] can check whether a program is datarace free. However, it is not clear how to apply these methods to large and complicated programs without producing spurious dataraces. Whereas dynamic analysis tools are more precise than their static counterparts, these tools can still produce spurious warnings and can report errors only for dataraces that occur in the current interleaving. This limits their usefulness because dataraces are hard to reproduce. One such dynamic analysis tool is Djit [19], which is based on Lamport’s happens-before partial-order relation and uses time vectors [20].

Another dynamic datarace detection tool is Lockset. This tool, which is implemented in Eraser [26], is based on the assumption that well-behaved programs preserve a locking discipline. This means that, for every shared memory location, there exists a lock such that every access to the location is guarded by this lock. Thus, the algorithm guarantees the absence of dataraces in a given execution by checking that, for every shared memory location, there exists such a lock. One of the interesting strengths of Lockset is that violations of a locking discipline often indicate dataraces in different thread interleavings caused by scheduling. This helps Lockset to predict dataraces in rare execution paths and not just find errors in the current execution. However, Lockset only finds breaks of the locking discipline and not dataraces. This feature has two serious disadvantages:
1. Violation of the locking discipline does not guarantee the existence of a datarace. This causes many spurious warnings even for small and simple programs.

2. Lockset cannot provide a witness for a datarace. This makes it hard to analyze and locate the actual thread interleaving that causes the datarace.

Model checking, though considered a promising method for datarace detection, also suffers from disadvantages. Model checking searches exhaustively for dataraces and thus can reveal even those that occur in rarely executed paths. However, the applicability of model checking is limited because the large number of thread interleavings in realistic multithreaded programs causes state space explosion. Abstraction-refinement techniques can also be applied, but they do not solve the problem. Nonetheless, these techniques are useful for proving the absence of dataraces in multithreaded programs, and thus they complement our own work.

1.1 Main results

In this work we combine model checking and Lockset in order to overcome their respective difficulties. Our hybrid technique enjoys the benefits of both worlds. It provides a thread interleaving which proves the existence of a datarace between two access events in realistic programs. More precisely, a witness for a datarace is a program trace (Π) with an access event \(a_1\) by a thread \(t_1\) and an access event \(a_2\) by a different thread \(t_2\) to the same memory location \(m\), such that the following conditions are met:
1. $a_1$ or $a_2$ are writing into $m$.

2. $a_2$ is the first action after $a_1$ on $\Pi$.

3. $a_1$ or $a_2$ are not protected access events.

We define a protected access event as an access to a memory location that takes part in a synchronization operation. This synchronization operation can be either defined by the hardware, such as Test&Set, or by the programming language, such as synchronized operation in Java. Our witness definition reveals a datarace by virtue of the fact that $a_1$ can actually be postponed until after $a_2$ is executed. A witness exists in a program if and only if a datarace exists in the same program.

Our algorithm constructs a witness for a datarace in two phases: First, we run the Lockset algorithm in order to produce violations of the locking discipline together with the executed trace. This trace need not be a witness. Furthermore, a violation of the locking discipline might occur even though a witness for a datarace does not exist. In the second phase, we use a model checker [2] to construct a witness trace that shares a prefix with the actual trace executed by Lockset. We exploit the violation information in order to help the model checker find a witness for a datarace. In other words, the information from the Lockset algorithm reduces the number of interleavings that the model checker needs to explore.

### 1.1.1 Empirical results

We have implemented a simple prototype of our algorithm and used it to generate datarace witnesses for realistic programs.
This prototype already generates witnesses for public domain Java programs. These witnesses are nontrivial and we are not aware of other tools that can produce such witnesses. In addition, the improvement of formal verification tools will only increase the usefulness of our method.

The transition system in the programs that we checked was huge, sometimes beyond the scope of our software tuned model checker. We also tried to employ a bounded model checker [4, 10], but we still failed to find witnesses in our programs using these two techniques. Our hybrid method, however, did help the model checker to handle these programs by using Lockset information to generate smaller and simpler transition systems. Our method is not limited to symbolic model checking and can use other techniques such as explicit [17] or bounded model checking.

We enhanced one of the realistic programs by adding a synchronization operation and creating a datarace which appears only when a rare interleaving is executed. This was done to demonstrate the usefulness of our technique. Because dataraces in the modified programs occur on rarely executed paths, they are hard to find. Dynamic tools such as Djit (see Section 4.2) miss such dataraces when executing different traces. As expected, Lockset finds violations of the locking discipline even by executing the programs on other traces, and the model checker produces witnesses on all these enhanced programs using Lockset information.
Chapter 2

Preliminaries

In this chapter, we formally define the notion of a datarace and describe a dynamic datarace detection tool, called Lockset, that checks for violations of locking discipline in multithreaded programs.

2.1 Memory models

In this work we assume that the memory model used by the multithreaded program is sequential consistency [21], which means that the result of every execution is exactly what it would have been had the operations of all the processes been executed in some sequential order, and that the operations of each process appear exactly as was specified in the program. We use this assumption while building the models of our multithreaded programs. In addition, due to this assumption we know that there exists a serialization of operations in every execution of our programs.

This assumption, which is commonly used by many works for model
checking of multithreaded programs [6, 14, 30], is problematic because several memory models—Java, for example—are weaker than sequential consistency. Several works suggested formalization of weak memory consistency models. Roychoudhury and Mitra [25] suggested a formal specification for the Java memory model (JMM) using guarded commands, and apply their specification when analyzing multithreaded Java programs using the Murϕ model checker. Their work is focused on JMM, but it can be tuned to other weak memory consistency models. Theoretically, our work can be extended to support their formal specification to JMM. However, weak memory consistency increases the number of thread interleavings that the model checker needs to explore. This in turn increases the cost of model checking and decreases its applicability to realistic programs.

## 2.2 Datarace

In order to provide a formal definition of a datarace, we first give several auxiliary definitions.

A multithreaded program has a heap and a set of global variables which can be seen by all the program threads. In addition, each thread in a program has its own ID, its own local variables, and a program counter.

**Definition 2.2.1** A **global program state** in a multithreaded program is a tuple which contains:

- A program counter value for each thread.
- Values of all the global variables.
• Values of local variables for each thread.

• The content of the heap.

$\Sigma_0$ denotes the set of a program’s initial states.

Definition 2.2.2 A tuple of two global program states $\sigma$, $\sigma'$ and an action $ac$ are in a relation $R$ ($(\sigma, ac, \sigma') \in R$) if the multithreaded program can step from $\sigma$ to $\sigma'$ by performing the action $ac$.

Definition 2.2.3 A trace is a serialization of global program states connected by actions, such that every two consecutive states $\sigma$, $\sigma'$ and their connecting action $ac$ are in $R$. More formally, $\pi = [\sigma_0, ac_0, \sigma_1, ac_1, \sigma_2, \ldots]$ s.t. $\forall i. \sigma_i, ac_i, \sigma_{i+1} \in \pi \rightarrow (\sigma_i, ac_i, \sigma_{i+1}) \in R$. A trace $\pi$ is a program trace if the first state in $\pi$ is in $\Sigma_0$.

We denote by $\pi.a$, a concatenation of a program trace $\pi$ and an action $a$. And by $\pi'.\sigma$, a concatenation of a program trace $\pi'$ and a global program state $\sigma$.

Definition 2.2.4 A program state $\sigma$ is a reachable program state if there exists a program trace $\pi$ such that $\sigma \in \pi$.

Definition 2.2.5 An access event $a$ is a read operation from a memory location $(m^n)$ or a write operation to a memory location $(m^w)$.

Definition 2.2.6 An access event $a$ is enabled at a global program state $\sigma$ if there exists a program state $\sigma'$ s.t. $(\sigma, a, \sigma') \in R$.
In order to synchronize concurrent operations in a multithreaded program, the programming language provides synchronization operations that allow the programmer to constrain the order of operations among the different threads. In languages such as Java, these operations operate on runtime locations. It is also possible to support lower level synchronization operations such as Test&Set.

**Definition 2.2.7** A protected access event is an access event to a memory location that takes part in a synchronization operation.

The \texttt{Lock}() and \texttt{Unlock}() operations that we added to Figure 2.2, in order to prevent the datarace, are synchronization operations. Therefore, \texttt{Lock}() and \texttt{Unlock}() are protected access events to a memory location “lockx”.

**Definition 2.2.8** A datarace in a multithreaded program occurs if there exists a reachable global state $\sigma$ and two access events, $a_1$ and $a_2$, by different threads, such that the following conditions are met:

1. $a_1$ and $a_2$ access the same memory location $m$.
2. $a_1$ or $a_2$ are writing into $m$.
3. $a_1$ or $a_2$ are not protected access events.
4. $a_1$ and $a_2$ are enabled at $\sigma$.

The intuition behind Definition 2.2.8 is that conditions 3 and 4 imply the existence of at least one prefix of a program trace $\pi$, such that $\pi.a_1.\sigma_1.a_2$. 
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and $\pi.a_2.\sigma_2.a_1$ are valid prefixes of program traces. $\sigma_1$ and $\sigma_2$ are global program states. Figure 2.1 illustrates this intuition. Moreover, this example shows why dataraces are program bugs. On the other hand, the program fragment in Figure 2.2 does not contain a datarace because Lock($lock^x$) and Unlock($lock^x$) enforce an order between the accesses to $x$. Moreover, there is no datarace on “$lock^x$” because all accesses to “$lock^x$” are protected access events, in contrast to condition 3 above.

### 2.3 The Lockset algorithm

In this section, we describe a simple version of the Lockset algorithm. The algorithm monitors all access events and lock acquisitions. It is based on the assumption that well-behaved programs preserve a locking discipline, i.e., for every shared memory location, there exists a lock such that every access to the location is guarded by this lock. Thus, the algorithm guarantees the absence of dataraces in a given execution by checking that, for every shared memory location, there exists such a lock.

Furthermore, in many cases, violations of the locking discipline indicate dataraces in different thread interleavings caused by scheduling. This helps Lockset to predict dataraces in future executions and not just find errors in the current execution. However, this feature is most beneficial due to the exponential number of interleavings. The tradeoff is that Lockset cannot provide a witness for the datarace. In Section 2.4, we overcome this problem by means of a hybrid algorithm that constructs a witness for a datarace, even when it occurs only in rare interleavings.
Figure 2.1: A data race intuition example. (i) contains a program fragment with two threads such that each thread increments the value of a global variable $X$ by 1. (ii) contains the same program as (i), but here we use two registers, $R_1$ and $R_2$, to split $X = X + 1$ into three atomic operations. (iii) and (iv) contain the same program, but with a different thread interleaving. It is easy to see that the output of this execution is $X = C + 1$ and not the expected result $X = C + 2$. 
Figure 2.2: An example without a datarace. (i) contains a program fragment with two threads such that each thread increments the value of a global variable $X$ by 1. (ii) contains the same program as (i), but here we use two registers, $R_1$ and $R_2$, to split $X = X + 1$ into three atomic operations. (iii) contains the same program as (ii), but with a different thread interleaving.
Initialization

for each shared memory $m$

$C(m) = \Omega$

<table>
<thead>
<tr>
<th>Initialization</th>
<th>Monitor</th>
</tr>
</thead>
<tbody>
<tr>
<td>for each shared memory $m$</td>
<td>On access event $a$:</td>
</tr>
<tr>
<td>$C(m) = \Omega$</td>
<td>$C(m^a) = C(m^a) \cap locks^a$</td>
</tr>
<tr>
<td></td>
<td>if $C(m^a) = \emptyset$ then display a warning</td>
</tr>
</tbody>
</table>

Figure 2.3: The Lockset algorithm. $m^a$ denotes the memory location accessed by $a$. $locks^a$ are the locks that the thread performs $a$ holds. $\Omega$ is the set that contains all the locks in the program.

Lockset checks whether a program adheres to the locking discipline by monitoring all reads and writes as the program executes. Since Lockset, before monitoring a program execution, has no way of knowing which locks are intended to protect which memory locations, it must infer this information from the execution history. For each shared memory location $m$, Lockset maintains the set $C(m)$ of candidate locks for $m$. This set contains those locks that have protected $m$ for the computation so far. That is, a lock $l$ is in $C(m)$ if, in the computation up to that point, every thread that has accessed $m$ was holding $l$ at the moment of the access.

When a new memory location $m$ is initialized, its candidate set $C(m)$ is considered to hold all possible locks. When a memory location $m$ is accessed, Lockset updates $C(m)$ with the intersection of $C(m)$ and the set of locks held by the current thread. This process, called Lockset refinement, ensures that any lock that consistently protects $m$ is contained in $C(m)$. If some lock $l$ consistently protects $m$, it will remain in $C(m)$ while $C(m)$ is refined. If $C(m)$ becomes empty, this indicates that no lock consistently protects $m$.

Figure 2.3 displays the pseudocode of Lockset.
Throughout this paper, we assume that the following information on every monitored access event $a$ is available:

- The program counter of each thread.
- $m^a$, the shared memory location accessed.
- $t^a$, the thread that performs $a$.
- $\tau^a$, the type of access $a$ (Read or Write).
- $\psi^a$, whether access $a$ is protected (True or False).
- $\text{locks}^a$, the locks that $t^a$ holds when $a$ occurs.
- The global program state, which includes the values of local and global variables as well as the content of the heap.

### 2.4 Running example

The applicability of our technique is illustrated by Figure 2.4, which gives a running example of a program that operates on shared data. Every so often, the threads of this program are synchronized in order to perform deletion operations on shared data. This program simulates a realistic situation in which concurrent programs share common data that needs to be reorganized once in a while. In addition, there are many concurrent programs which do not contain common data but whose threads are synchronized once in a while in order to share work. Our example illustrates a synchronization point. All the program threads execute the same code.
Figure 2.4: A running example

The datarace in our example might occur on variable `numDelItr` between lines 2 and 14. This datarace occurs only on rare interleavings when a thread \( t_1 \) reaches line 14 while another thread \( t_2 \) is executing line 2.

The content can be large enough so model checkers cannot explore the huge code fragment before and after the relevant code. This is because the amount of data and the number of thread interleavings on this program skeleton is very large.
Figure 2.5 illustrates how Lockset identifies a violation of the locking discipline while monitoring our running example. For each $i \in \{1, 2\}$, column $t_i$ shows the operations of thread $t_i$ and the locks that $t_i$ holds in each operation. The right column displays the candidate lock set of $\text{numDelItr}$ during each operation. The rows of the figure illustrate the interleaving between $t_1$ and $t_2$. $C(\text{numDelItr})$ is initialized to contain all the locks of the program, $\Omega$. After $\text{numDelItr}$ is accessed by $t_1$ and while $t_1$ holds $\text{KeyLock}$, $C(\text{numDelItr})$ is refined to contain that lock. $\text{numDelItr}$ is accessed again by $t_1$ while $t_1$ holds $\text{DelLock}$, and then $C(\text{numDelItr})$ is refined to the intersection of $\{\text{KeyLock}\}$ and $\{\text{DelLock}\}$, which is the empty set $\phi$. The empty set indicates that there is no consistent lock protecting $\text{numDelItr}$.

In this section, we show how to utilize a model checker in order to locate the actual thread interleaving in which a datarace occurs. Recall that model checking is size sensitive, and therefore, employing it alone for realistic programs usually leads to state space explosion. On the other hand, employing Lockset alone for datarace detection results in many spurious dataraces and no trace for each warning. Hence, we use Lockset information in order to help the model checker locate the actual thread interleaving in which a datarace occurs. In general, locating such interleavings is very challenging, because the actual number of potential interleavings in realistic programs is large. Fortunately, we can use the information generated by Lockset to make this task feasible. The main idea is to restrict the set of potential interleavings investigated by the model checker according to the prefix of the actual runtime trace executed by the Lockset algorithm. This allows us to reduce the number of interleavings and, in particular, to reduce the number of threads which
Figure 2.5: An execution of Lockset on the running example shown in Fig. 2.4. The refinement operations are displayed in the rightmost column. A warning for a violation of the locking discipline is produced on the last line when \( C(\text{numDelItr}) \) becomes empty.
need to be explored. Our algorithm chooses the particular prefix by exploiting locking information along the trace. This guarantees that our algorithm is compatible with state-of-the-art dynamic datarace detection tools, and can be extended in order to support new dynamic lock-based techniques. Moreover, the experimental results show that our approach can actually predict dataraces even on traces in which other tools are unable to locate them. In fact, our tool locates dataraces which occur on rarely executed interleavings, as is shown in Figure 2.4.

Our algorithm operates in two phases: In phase 1, it computes a witness prefix using Lockset information, and in phase 2 it generates a transition system and use a model checker that investigates different interleavings to find a witness suffix.

**Definition 2.4.1** A **witness** for a datarace is a prefix of a program trace \((\Pi)\) with an access event \(a_1\) by a thread \(t_1\) and an access event \(a_2\) by a different thread \(t_2\) to the same memory location \(m\), such that the following conditions are met:

1. \(a_1\) or \(a_2\) are writing into \(m\).
2. \(a_2\) is the first action after \(a_1\) on \(\Pi\).
3. \(a_1\) or \(a_2\) are not protected access events.

Recall that our witness definition reveals a datarace by virtue of the fact that \(a_1\) can actually be postponed until after \(a_2\) is executed. It is easy to see that a witness for a datarace between accesses \(a_1\) by \(t_1\) and \(a_2\) by \(t_2\) exists
in a multithreaded program if and only if there exists a datarace between accesses $a_1$ by $t_1$ and $a_2$ by $t_2$ in the same program.

In each locking discipline violation warning, Lockset provides only a single access event $a$. The first phase of our algorithm constructs an extra access event $a_1$ that can take part in a race with $a$, and the second phase uses a model checker to construct the trace which satisfies the above requirements for $a_2 = a$. $a_1$ determines the prefix of witnesses explored by our algorithm.

### 2.5 Phase 1: Finding a prefix for a witness

This section provides an algorithm for finding an access event $a_1$ before the violation of the locking discipline. The algorithm is shown in Figure 2.6. This algorithm performs a backward scan on the access events gathered by Lockset, starting from the violation location ($a_2$). The algorithm locates the last access event in the execution (before the violation) which satisfies the following conditions:

- $m^{a_1} = m^{a_2}$
- $t^{a_1} \neq t^{a_2}$
- $(\tau^{a_1} = Write)$ or $(\tau^{a_2} = Write)$
- $(\psi^{a_1} = False)$ or $(\psi^{a_2} = False)$
- $\text{locks}^{a_1} \cap \text{locks}^{a_2} = \emptyset$

The first four conditions reflect the definition of a datarace. The last condition naturally reflects the locking discipline, i.e., $a_1$ and $a_2$ do not have
a mutual lock which protects $m^{a_2}$. This algorithm terminates abnormally when a second such access event $a_1$ cannot be found. In some cases this indicates a spurious Lockset warning, as in Figure 2.7. But it may also indicate a limitation of our current approach, as in Figure 2.8. However, if the algorithm for finding $a_1$ succeeds in providing a witness prefix up to $a_1$, it is possible to drastically reduce the cost of the second phase by providing a larger prefix. This phase heuristically reduces the cost of model checking by delaying $\sigma_{a_1}$ as much as possible. For that reason, we scan for the last event $a_1$. $\sigma_{a_1}$ is a global program state that appears right before $a_1$ on the witness prefix provided by the algorithm for finding $a_1$.

Figure 2.9 displays the pseudocode of the algorithm. The main idea is to set the initial configuration explored by the model checker to exclude operations which cannot be affected by $a_1$ or by operations of $t^{a_1}$ after $a_1$. The algorithm conservatively excludes these operations in time proportional to the execution trace between $\sigma_{a_1}$ and $a_2$. This algorithm can provide a witness for a datarace if, during the traversal, an access event that can take part in a race with $a_1$ is found.

Figure 2.10 shows the prefix that the algorithm chooses for the execution of the running example that was shown in Figure 2.5.
FindRacingEvent(access_event_stack)
    while(¬ empty(access_event_stack))
    {
        set \( a_1 = \text{pop(access_event_stack)} \)
        if(\( m^{a_1} = m^{a_2} \wedge t^{a_1} \neq t^{a_2} \)
            \wedge (\( \tau^{a_1} = \text{Write} \vee \tau^{a_2} = \text{Write} \))
            \wedge (\( \psi^{a_1} = \text{False} \vee \psi^{a_2} = \text{False} \))
            \wedge (\( \text{locks}^{a_1} \cap \text{locks}^{a_2} = \phi \)))
            return \( a_1 \) //found a racing access event
    }
    exit //there is no access event which satisfies the requirements.

Figure 2.6: An algorithm for finding an access event \( a_1 \) which can take part in a race on a memory location \( m^{a_2} \). In order to locate the last access event we use a stack access_event_stack which contains all the access events information that was gathered by Lockset during the runtime execution.
<table>
<thead>
<tr>
<th>Thread I operations</th>
<th>hold_lock</th>
<th>Thread II operations</th>
<th>hold_lock</th>
<th>( C(X) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Lock}(\text{lock}^x) )</td>
<td>( {\text{lock}^x} )</td>
<td>( \text{Lock}(\text{lock}^y) )</td>
<td>( {\text{lock}^x, \text{lock}^y} )</td>
<td>( {\text{lock}^x, \text{lock}^y} )</td>
</tr>
<tr>
<td>( X = Y )</td>
<td>( \phi )</td>
<td>( \text{Unlock}(\text{lock}^y) )</td>
<td>( {\text{lock}^x} )</td>
<td>( {\text{lock}^x} )</td>
</tr>
<tr>
<td>( \text{Unlock}(\text{lock}^x) )</td>
<td>( \phi )</td>
<td>( \text{Lock}(\text{lock}^y) )</td>
<td>( {\text{lock}^y} )</td>
<td>( \phi )</td>
</tr>
<tr>
<td>( X = 7 )</td>
<td>( \text{Unlock}(\text{lock}^x) )</td>
<td>( Y = X )</td>
<td>( \phi )</td>
<td></td>
</tr>
<tr>
<td>( \text{Unlock}(\text{lock}^y) )</td>
<td>( \phi )</td>
<td>( \phi )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.7: An example without a datarace. In this example, the algorithm in Figure 2.6 terminates abnormally while searching for \( a_1 \). The reason is that Lockset displays a violation warning on \( X \) when \( C(X) \) becomes \( \phi \), and there is no previous access event in this execution which satisfies the conditions from 2.5. In addition, there is no possibility of a datarace on \( X \) in this code fragment, because synchronization operations prevent \( X = Y \) from occurring concurrently with \( X = 7 \) or \( Y = X \).
Figure 2.8: An example with a datarace not captured by our technique. The datarace occurs between the bolded operations. The reason is that there is no previous access event, to the warning location, which can take part in a race with it. This problem can be solved by going forward on the access event list, starting from the warning location.
1 ExtendConstructWitnessPrefix($\Pi$, $\pi$, $V$)
2 Let $\Pi$ be the runtime execution prefix until $a_1$ (exclusive)
3 Let $\pi$ be the trace from $a_1$ until $a_2$
4 Let $V$ be the bit vector for the global memory locations
5 Let $\psi$ be the set of the stuck threads, initialized by $t^{a_1}$
6 while (exists another operation of $\pi$)
7     set $\alpha = \text{next operation on } \pi$
8     if ($\alpha$ is performed by a thread $t$ s.t $t \in \psi$)
9         if ($\alpha$ is a Write operation to a global memory location $m$)
10            set $V[m] = 1$
11            continue to the next operation
12     if ($m^\alpha \neq m^{a_1} \land (\tau^\alpha = \text{Write} \lor \tau^{a_1} = \text{Write} \land (\neg \psi^\alpha \lor \neg \psi^{a_1}))$
13            add $\alpha$ to $\Pi$
14            return $\Pi$  // a datarace was found!!!
15     if ($\alpha$ performs on a local memory location)
16            add $\alpha$ to $\Pi$
17     if ($\alpha$ performs a Write operation to a global memory location $m$)
18            add $\alpha$ to $\Pi$
19            set $V[m] = 0$
20     if ($\alpha$ performs a Read operation from a global memory location $m$)
21            if ($V[m] = 0$)
22                add $\alpha$ to $\Pi$
23            else
24                add the thread that perform $\alpha$ to $\psi$
25                if ($|\psi| = \text{number of threads}$)
26                    return $\Pi$
27            if ($\alpha$ tries to acquire a lock $\ell$)
28                if ($\ell$ is owned by a thread $t$ s.t $t \in \psi$)
29                    add the thread that perform $\alpha$ to $\psi$
30                if ($|\psi| = \text{number of threads}$)
31                    return $\Pi$
32            else
33                add $\alpha$ to $\Pi$
34            if ($\alpha$ tries to release a lock)
35                add $\alpha$ to $\Pi$

Figure 2.9: An algorithm that constructs a prefix of a witness using the runtime information. $V$ is a bit vector that is initialized to zero. Each memory location $m$ is mapped to a unique entry in $V[m]$. $\psi$ is a set that contains all the threads that got stuck during the analysis.
2.6 Phase 2: Constructing witnesses using a model checker

In this section, we generate a witness for a datarace on a memory location $m^a_2$ using model checking techniques.

2.6.1 Constructing a model

We construct a model for the program fragment between $\sigma_{a_1}$ and $a_2$. An alternative method is to first construct a model for the whole program and then reduce the size of the model by eliminating parts which do not occur between $\sigma_{a_1}$ and $a_2$. Recall that the access events $a_1$ and $a_2$ include the program counters and the thread identification.

How to build a model from a program is explained in [2]. The pseudocode for constructing the model is shown in Figure 2.11. It consists of three phases:

- Building a model $M$ of the program. We add the following: another

Figure 2.10: The prefix that the algorithm from Figure 2.6 chooses from the execution of our running example in Figure 2.5.
BuildModel(Π)

Let Π be the prefix
build program model M without \( t^{a_1} \)
for each thread \( t \) in \( M \)
set \( t \)'s local variable values to their last value on Π
set \( t \)'s program counter to its last value on Π
for each global variable \( gv \)
set \( gv \)'s value as its last value on Π
perform chopping

Figure 2.11: An algorithm for building a model of the program fragment for all possible witness suffixes.

sink state, \( \sigma_{overflow} \), to \( M \), tuples \((\sigma, ac, \sigma_{overflow})\) to \( R \) for every state \( \sigma \), and an action \( ac \) that causes variable overflow. In addition, we add tuples \((\sigma_{overflow}, ac, \sigma_{overflow})\) for each action \( ac \).

- For each thread \( t \) which takes part in the new model, setting the initial values of all the local variables of \( t \) to their value at \( \sigma_{a_1} \), and, in addition, setting the initial value of the program counter of \( t \) to its last value at \( \sigma_{a_1} \).

- Setting the initial value of each global variable to its value at \( \sigma_{a_1} \).

### 2.6.2 Further reduction of the model size

After the model has been built, we use a model checker to detect dataraces by exploring all the thread interleavings of the program (see next section).
This technique is powerful and provides very good results. However, in order to further increase the power of our technique, we suggest a heuristic which excludes a thread from the model. This heuristic reduces drastically the size and complexity of the model and helps the model checker find a witness for a datarace. Definition 2.4.1 shows that a witness for a datarace should include two access events, \(a_1\) and \(a_2\), by different threads. Therefore, by setting the initial state of the model to be the global program state \(\sigma_{a_1}\), we guarantee that \(t^{a_1}\) will perform \(a_1\). Hence, even when \(t^{a_1}\) is excluded, finding a path in the model in which \(a_2\) is performed by \(t^{a_2}\) provides enough information for building a witness.

Finally, it is important to note that the cost of model checking is reduced by:

- The reduction in model size – Our work focuses on the program fragment between \(a_1\) and \(a_2\). Therefore, we can employ strong reductions, such as program chopping [24], which reduce the size of the model drastically.

- The elimination of thread \(t^{a_1}\) – the elimination of \(t^{a_1}\) from the model removes \(t^{a_1}\)'s transition, \(t^{a_1}\)'s local variables, and all the interleavings with \(t^{a_1}\).

- Providing a single new initial configuration \(\sigma_{a_1}\) – providing a deterministic initial state.

- Heuristically reducing the number of steps that the model checker should carry out in order to find a datarace.
2.6.3 Using a model checker

Finally, we employ a model checker to check whether there exists a witness suffix. Specifically, we run the model checker on the model $M$ (see Figure 2.11) with a property requiring that $a_1$ and $a_2$ can be performed one after the other. Recall that the memory location and thread ID is part of the access event. The model checker does an exhaustive search and checks all the thread interleavings in $M$ in order to determine whether there exists a thread interleaving such that $a_1$ and $a_2$ are performed one after the other. If we use the heuristic from the previous section, then the property should require that $t^{a_2}$ perform $a_2$.

Figure 2.12 displays a valid program trace that our technique, up to this stage, generates for a datarace on variable numDelIttr in our running example from Figure 2.4.

Throughout this thesis, we denote the infinite model of the multithreaded program by $MP$.

\textbf{Lemma 2.6.1} Every program trace $\pi^M$ in $M$ such that $\sigma_{\text{overflow}} \notin \pi^M$ is a trace in $MP$.

\textbf{Proof}

$M$ is built in several phases:

1. We build a finite model of the program by using an under-approximation and only represent a constant number of bits per integer. This constant should be large enough to represent $\sigma_{a_1}$. We add the following: another sink state $\sigma_{\text{overflow}}$ to $M$, tuples $(\sigma, ac, \sigma_{\text{overflow}})$ to $R$ for every state $\sigma$,
and an action \( ac \) that causes a variable overflow. In addition, we add tuples \((\sigma_{\text{overflow}}, ac, \sigma_{\text{overflow}})\) for each action \( ac \).

2. We change the set of initial states of \( M \) to be the global program state at \( a_1 (\sigma_{a_1}) \).

3. We perform conservative reduction, such as program chopping, on the model.

In this proof, we denote the model after phase 2 by \( M' \), and the relation of a model \( \tilde{M} \) by \( R^{\tilde{M}} \). In addition, we denote the set of initial states of a model \( \tilde{M} \) by \( \Sigma_0^{\tilde{M}} \) and the set of states of \( \tilde{M} \) by \( \Sigma^{\tilde{M}} \).

\( M' \) represents a finite model of \( MP \) with a constant number of bits per
integer and an additional sink state \( \sigma_{\text{overflow}} \). Therefore, \( R_{M'}|_{\Sigma_M'\setminus\sigma_{\text{overflow}}} = \{(\sigma, ac, \sigma') | (\sigma, ac, \sigma') \in R_{M'} \land \sigma' \neq \sigma_{\text{overflow}} \} \subseteq R_{MP} \), which means that every tuple \((\sigma, ac, \sigma') \in R_{M'}|_{\Sigma_M'\setminus\sigma_{\text{overflow}}} \) is in \( R_{MP} \). In addition, \( \Sigma_0^{M'} = \{\sigma_{a_1}\} \) and we know, using Lockset information, that \( \sigma_{a_1} \) is reachable in \( MP \).

Let \( \pi = \sigma_{a_1}, ac_1, \sigma_2, ac_2, \ldots \) be a program trace in \( M' \) such that \( \sigma_{\text{overflow}} \notin \pi \). From Definition 2.2.3 we know that each \( i \) such that \( \sigma_i, ac_i, \sigma_{i+1} \in \pi \) implies that \( (\sigma_i, ac_i, \sigma_{i+1}) \in R_{M'} \). \( \sigma_{\text{overflow}} \) is not in \( \pi \), and we know that \( R_{M'}|_{\Sigma_M'\setminus\sigma_{\text{overflow}}} \subseteq R_{MP} \) and that \( \sigma_{a_1} \) is reachable at \( MP \). Hence, each \( i \) such that \( \sigma_i, ac_i, \sigma_{i+1} \in \pi \) implies that \( (\sigma_i, ac_i, \sigma_{i+1}) \in R_{MP} \). We conclude that for every program trace \( \pi \), if \( \pi \in M' \) then \( \pi \in M_{MP} \).

\( M \) has the same initial state as \( M' \) but, because of the chopping reduction, \( R_M \subseteq R_{M'} \). Therefore, for every program trace \( \pi^M \), if \( \pi^M \in M \) then \( \pi^M \in M' \) and, as we have already shown, \( \pi^M \) is a trace in \( MP \).

\begin{lemma}
Let \( \pi_1 \) be a program trace prefix provided by Lockset, up to \( a_1 \) (exclusive), and let \( \pi^{MP} \) be a trace in \( MP \) such that the first state in \( \pi^{MP} \) is \( \sigma_{a_1} \). Then the concatenation of \( \pi_1 \) and \( \pi^{MP} \) is a valid program trace.
\end{lemma}

\textbf{Proof}

Let \( \pi_1 \) be a program trace prefix provided by Lockset. \( \pi_1 \) is clearly a valid program trace prefix because Lockset generates \( \pi_1 \) while executing the program. Moreover, using Lockset information, we know that there exists a program trace prefix \( \pi' \), a global program state \( \sigma' \), and an action \( ac' \) such that \( \pi_1 = \pi'.\sigma'.ac' \) and \( (\sigma', ac', \sigma_{a_1}) \in R \). Let \( \pi = \sigma_0, ac_0, \sigma_1, ac_1, \ldots \) be a trace from the program such that \( \sigma_0 = \sigma_{a_1} \). Because \( (\sigma', ac', \sigma_{a_1}) \in R \), we conclude that \( \pi'.\sigma'.ac'.\sigma_{a_1}, ac_0, \sigma_1, ac_1 \ldots \) is a valid program trace, and hence,
\( \pi_1 . \pi \) is a valid program trace as well.

\[ \square \]

**Lemma 2.6.3** If a trace \( \pi_2 \) is returned by the model checker, then \( \sigma_{\text{overflow}} \notin \pi_2 \).

**Proof**

If the model checker returns a trace \( \pi_2 \), then \( \pi_2 = \sigma_{a_1} . ac_1 \ldots a_2 \). Because \( a_2 \neq \sigma_{\text{overflow}} \) and \( \{ \sigma_{\text{overflow}} \} = \{ \sigma \mid \exists ac \text{ s.t. } (\sigma_{\text{overflow}}, ac, \sigma) \in R \} \), we conclude that \( \sigma_{\text{overflow}} \notin \pi_2 \).

\[ \square \]

**Corollary 2.6.1** Lemmas 2.6.1, 2.6.2 and 2.6.3 imply that the concatenation of a program trace prefix \( \pi_1 \) provided by Lockset and a program trace \( \pi_2 \) \((\pi_2 \in M)\) provided by the model checker \((\pi_1 . \pi_2)\) is a valid program trace prefix.

After showing that \( \pi_1 . \pi_2 \) is a valid program trace, we are motivated to show how to convert this program trace to a witness for a datarace. If the heuristic which excludes \( t^{a_1} \) from the model is not used, then the concatenation of \( \pi_1 \) and \( \pi_2 \) is already a witness. Otherwise, there is an additional step for completing the witness. The model checker checks for reachability of \( a_2 \) by \( t^{a_2} \). Hence, there exists a program trace prefix \( \pi \) and a global program state \( \sigma_{a_2} \) such that \( \pi_1 . \pi_2 = \pi . \sigma_{a_2} . a_2 \). In order to complete the witness, we need to calculate a new state \( \sigma_{\text{post } a_1} \) such that \((\sigma_{a_2}, a_1, \sigma_{\text{post } a_1}) \in R\), and add \( \sigma_{\text{post } a_1} \) and \( a_1 \) to \( \pi_1 . \pi_2 \) to generate a trace \( \pi . \sigma_{a_2} . a_1 . \sigma_{\text{post } a_1} . a_2 \).
Lemma 2.6.4 guarantees that the generated trace is a valid witness for a datarace. Thus, our method produces no spurious alarms and creates witnesses only for real dataraces.

**Lemma 2.6.4** *A trace* $\omega$ *generated by our technique is a witness for a datarace on* $m^{a_1}$ *between* $t^{a_1}$ *and* $t^{a_2}$.*

**Proof**

Recall that a witness for a datarace (Definition 2.4.1) is a prefix of a program trace (II) with an access event $a_1$ by a thread $t_1$ and an access event $a_2$ by a different thread $t_2$ to the same memory location $m$, such that the following conditions are met:

1. $a_1$ or $a_2$ are writing into $m$.
2. $a_2$ is the first action after $a_1$ on II.
3. $a_1$ or $a_2$ are not protected access events.

The algorithm for finding an access event $a_1$ (Section 2.5) guarantees that:

- $m^{a_1} = m^{a_2}$
- $t^{a_1} \neq t^{a_2}$
- $(\tau^{a_1} = \text{Write})$ or $(\tau^{a_2} = \text{Write})$
- $(\psi^{a_1} = \text{False})$ or $(\psi^{a_2} = \text{False})$

Therefore, conditions 1 and 3 are trivially satisfied. Consequently, we only need to show condition 2 and show that $\omega$ is a program trace prefix. Assume
that the heuristic for reducing a thread was not used in generating $\omega$, and hence, $\omega = \pi_1.\pi_2$. Corollary 2.6.1 proves this lemma. Assume that the heuristic for reducing a thread was used in generating $\omega$. Hence, there exists a program trace prefix $\pi$ such that $\omega = \pi.\sigma_{a_2}.a_1.\sigma_{post ~a_1}.a_2$. Because $\pi.\sigma_{a_2}$ is a prefix of $\pi_1.\pi_2$ we conclude that $\pi$ is a program trace prefix. $t^{a_1}$ is not part of the model, which guarantees that there are no operations of $t^{a_1}$ in $\pi$. Using the fact that $a_1$ is enabled at $\sigma_{a_1}$ we conclude that $a_1$ is enabled at $\sigma_{a_2}$, which proves that $\pi.\sigma_{a_2}.a_1$ is a program trace prefix. In order to build $\omega$, we calculate a global program state $\sigma_{post ~a_1}$ such that $(\sigma_{a_2}, a_1, \sigma_{post ~a_1}) \in R$. $\pi.\sigma_{a_2}.a_1.\sigma_{post ~a_1}$ is a program trace prefix. Finally, because $a_2$ is enabled at $\sigma_{a_2}$ and $t^{a_1} \neq t^{a_2}$, we conclude that $\pi.\sigma_{a_2}.a_1.\sigma_{post ~a_1}.a_2$ is a program trace prefix in which $a_2$ is the first action after $a_1$. Therefore, $\omega$ is a witness for a datarace.

Figure 2.13 illustrates the witness that our technique generates for a datarace on variable `numDelItr` in the running example in Figure 2.5.
Figure 2.13: A witness that our technique generates for a datarace on variable numDelItr in the running example in Figure 2.5
Chapter 3

Prototype implementation

We have implemented a semi-automatic system, based on IBM tools, using the algorithm described in the previous section. The manual steps in our system can be fully automated. We have applied our prototype to some public-domain programs and to other programs that were enhanced to demonstrate the utility of our technique.

3.1 System description

Our tool operates in the following stages:

Stage I Launches the Lockset dynamic tool on a given multithreaded program in order to generate warnings for violations of the locking discipline (see Section 2). The IBM Watson tool from [7] was used.

The remaining stages are executed per violation warning.

Stage II Finds an additional access event $a_1$ as described in Section 2.5.
Stage III Reduces the size and depth of the model by generating a longer witness prefix. This stage is described in Section 2.5.

Stage IV Generates a transition system (model) for the model checker (see Section 2.6).

Stage V Applies the model checker in order to generate a trace for the transition system. We used the IBM Haifa tool Wolf, which is built on top of RuleBase Parallel Edition [18]. Wolf is a symbolic model checker tuned for software, which uses disjunctive partitioning [2]. We use an under-approximation and only represent a constant number of bits per integer.

Stage VI If a trace from the model checker is returned, it is used to generate a witness, by concatenating the trace with the prefix constructed in Stage III, as described in Section 2.6.

3.2 Benchmark programs

We used the benchmark programs shown in Table 3.1. In our tsp program, we added one synchronization operation to protect the shared data TspSolver.MinTourLen. We also added a global variable that counts the number of times a function is called. These enhancements are aimed at eliminating the dataraces in most executions, but this makes finding any remaining dataraces a more complicated task. Finally, we also created two programs, ElevSim and DQueries, with dataraces on rare interleavings. The ElevSim program contains many synchronization operations and a lot of non-
determinism. *DQueries*, a more complicated program, also contains many synchronization operations and a lot of nondeterminism.

### 3.3 Empirical results

Our preliminary experimental results are very encouraging. We are able to generate witnesses for the violation warnings produced by Lockset. In certain cases, these witnesses can be generated using the optimization described in Figure 2.9, with either a very fast application of the model checker, or without using one at all. Without Lockset information, Wolf was unable to construct a trace for any of our examples within a week.

Our experimental results were obtained on an Intel Xeon dual CPU
Table 3.2 shows the number of bits that we use to represent an integer, in the transition systems of our benchmark programs.

Table 3.3 shows the runtime and the memory that the model checker consumed while trying to find a witness suffix. In these runs we exclude $t^{a_1}$ from the model, as explained in Section 2.4. It is easy to see that the runtime and memory consumption increase drastically when the number of threads increases. For this reason, we use a hint [5] to direct the model checker’s search toward $a_2$. The hint is very simple and derives from the Lockset execution. For each model checker execution, we simply use a hint that tries to advance $t^{a_2}$ as much as possible. In cases where there exists, in the model, a path to $a_2$ which only includes operations of $t^{a_2}$, this hint has a very strong effect on both runtime and memory consumption.

Table 3.4 shows the runtime and memory that the model checker consumed while using a hint to find a witness suffix. Running our tool on PrimeFinder, with 3 threads, clearly demonstrates the effectiveness of this simple hint. The model checker’s runtime decreases from 44695.7 seconds to 2645.57 seconds and memory consumption decreases from 697 MB to 143 MB. Another good example is DQueries using 4 threads, which finished after 585.97 seconds using a hint and time-outd after a week without using a hint.

Table 3.5 displays the runtime and memory consumption of our model checker when $t_1$ was not excluded from the model. Adding $t_1$ to the model increases drastically the runtime and memory consumption of the model checker. We added this table in order to show that we are able to find witnesses in the model with $t^{a_1}$, even though our method was able to find
Table 3.2: The number of bits that we use to represent an integer, in the transition systems of our benchmark programs.

<table>
<thead>
<tr>
<th>Program</th>
<th>Bits per integer</th>
</tr>
</thead>
<tbody>
<tr>
<td>our_tsp</td>
<td>5</td>
</tr>
<tr>
<td>SortArray</td>
<td>7</td>
</tr>
<tr>
<td>PrimeFinder</td>
<td>8</td>
</tr>
<tr>
<td>Elevsim</td>
<td>5</td>
</tr>
<tr>
<td>DQueries</td>
<td>4</td>
</tr>
<tr>
<td>hedd</td>
<td>6</td>
</tr>
<tr>
<td>tsp</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.3: The runtime and memory consumption of the Model Checker Wolf in finding suffixes for datarace witnesses. The memory consumption is displayed in megabytes and the time in seconds. The term timeout denotes a period of more than a week.

<table>
<thead>
<tr>
<th>Program</th>
<th>2 threads</th>
<th>3 threads</th>
<th>4 threads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>time</td>
<td>memory</td>
<td>time</td>
</tr>
<tr>
<td>our_tsp</td>
<td>35069.9</td>
<td>353</td>
<td>—</td>
</tr>
<tr>
<td>SortArray</td>
<td>569.39</td>
<td>123</td>
<td>7019.38</td>
</tr>
<tr>
<td>PrimeFinder</td>
<td>888.74</td>
<td>116</td>
<td>44695.7</td>
</tr>
<tr>
<td>Elevsim</td>
<td>33.02</td>
<td>28</td>
<td>1393.56</td>
</tr>
<tr>
<td>DQueries</td>
<td>140.13</td>
<td>60</td>
<td>10158.7</td>
</tr>
<tr>
<td>hedd</td>
<td>2.66</td>
<td>11</td>
<td>11.37</td>
</tr>
<tr>
<td>tsp</td>
<td>35243.2</td>
<td>337</td>
<td>—</td>
</tr>
</tbody>
</table>
Table 3.4: The runtime and memory consumption of the Model Checker Wolf in finding suffixes for datarace witnesses. The hint used in these examples biased the scheduler toward $t^{a^2}$. The memory consumption is displayed in megabytes and the time in seconds.

dataraces without this addition. This demonstrates the effectiveness of our heuristic.
Table 3.5: The runtime and memory consumption of the Model Checker Wolf in finding suffixes for data race witnesses. The hint used in these examples biased the scheduler toward $t^{a_2}$. In these examples we did not exclude $t^{a_1}$ from the model. The memory consumption is displayed in megabytes and the time in seconds.
Chapter 4

Related work

There are many excellent works on static and dynamic datarace detection.

4.1 Static tools

Static tools can be employed to guarantee the absence of dataraces in all interleavings and to identify potential dataraces. Flanagan and Freund extended Java’s type-checker to detect dataraces [12]. This tool was expanded in [13] in order to handle large programs. However, it may produce many spurious alarms. Yahav has developed a static over-approximation tool which handles an unbounded number of objects and threads. This tool is fairly precise but only handles small programs [33]. Warlock [29] is an annotation-based static datarace detection system for ANSI C programs. Aiken and Guy developed a static datarace detection tool [1] in the context of SPMD programs. Since SPMD programs use barriers instead of locks, there is no need to track the lock’s acquisitions. There are also generic model checking tools which can identify dataraces (e.g., [16]).
4.2 Dynamic tools

Dynamic detection tools that can handle large programs with precision have been developed. Some of them are based on Lamport’s *happens-before* partial order relation. One such program is Djit [19], which was developed by Itzkovitch et al. and uses time stamps. Though precise, these tools sometimes produce spurious warnings. Furthermore, they only report errors in the current interleaving. This limits their usefulness because dataraces are hard to reproduce.

Another approach for dynamic datarace detection is based on a *locking discipline* in which each shared memory location must have a lock to guard it. This approach makes race detection more effective by displaying warnings for dataraces which can occur in a thread interleaving which is different than the one that was monitored. Savage et al. developed Eraser [26], which is a dynamic tool that tries to preserve a locking discipline using *lock sets* (see Section 2). The problem with Eraser is the large number of spurious warnings which it can produce during runtime execution. Praun and Gross [32] have improved Eraser by using escape analysis in order to monitor only escaped memory locations. In addition, they check for dataraces only at the object level. This approach increases the performance of Eraser, but monitoring at the object level causes too many spurious warnings to be displayed. Choi et al. [7] have developed a lock-based dynamic tool. They reduce the number of spurious alarms the lock-based tools produce by using points-to-static analysis and filtering out all the races which the static analysis did not discover. In addition they handle Java’s start and...
join operations and their tool reports dataraces between two access events which are not guarded by a lock. This tool provides, for each warning, two access events that might take part in a race. But the tool does not provide a witness for a datarace between these two access events. Moreover, it does not guarantee the existence of a datarace between these two access events. Tools which combine the happens-before and lock-based approaches were developed in order to reduce the number of spurious alarms and increase coverage. Choi and O’Callahan [22] have developed a hybrid tool from their Lockset-based tool [7] and a weaker version of a happens-before race detection tool.

Our hybrid tool differs from these in that we construct a witness for dataraces which happens-before based race detection tools can only discover on the executed trace. This work was inspired by [23], which improves the performance of Lockset and Djit. However, the work in [23] could not detect witnesses for traces which were not explored by the dynamic algorithm.

4.3 Combined static and dynamic tools

Havelund [15] has developed a hybrid tool which combines Lockset and model checking. Havelund’s work tries to exploit warning information which Lockset provides in order to filter out threads from the model. The filtering is done by creating a model which contains all the threads that caused warnings during the Lockset execution. Then, for each thread $t$ in the model, all the threads on which $t$ depends are inserted. The dependency relation is created using a simple dependency analysis based on the runtime execution. Havelund’s work and ours complement each other in datarace detection, but
use different techniques. In particular, we are able to reduce the complexity of model checking realistic-sized applications using Lockset information.

4.4 Scaling model checking

Many approaches for scaling model checking have been proposed. Yuan et al. [34] reduce the size of the transition system by simulating a prefix of the trace according to information provided by a user or randomly selected. A model checker is then executed to explore all traces starting with the selected prefix. This approach is similar to ours in that dynamic execution is used to trim the size of the transition system. In our approach, Lockset only exploits real executions, which can be a limitation for our tool unless a deterministic scheduler is used. Such limitations can be overcome by nondeterministic execution (e.g., [11]). A unique aspect of our approach is that the dynamic execution checks whether the locking discipline is obeyed. This has several consequences, positive and negative. On the positive side, model checking need not be applied at all in programs which obey the locking discipline. In programs which violate it, our tool exploits the dynamic information on the point of failure to generate a small transition system. This transition system, which starts after the first access event that takes part in the data race, does not include the thread which performs this first access. This feature drastically reduces the size of the model. On the negative side, the overhead of dynamic checking in our approach is higher, and our tool may miss data races in programs which violate the locking discipline.
4.5 Conclusion

Many researchers have tried to deal with the difficult problem of datarace detection. Our hybrid approach combines model checking and dynamic datarace detection to detect dataraces in large programs without producing spurious warnings. This approach is very promising, and there are many possible extensions to it. Dependency analysis can be performed in order to decide which threads should be modeled. In addition, other techniques such as explicit (e.g. [17]) or bounded (e.g. CBMC [10]) model checking can be employed.
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