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Abstract

Novel DNA microarray technologies enable the monitoring of expression levels of thousands of genes simultaneously. This allows a global view on the transcription levels of many (or all) genes when the cell undergoes specific conditions or processes. Analyzing gene expression data requires the clustering of genes into groups with similar expression patterns. We have developed a novel clustering algorithm, called CLICK, which is applicable to gene expression analysis as well as to other biological applications. No prior assumptions are made on the structure or the number of the clusters. The algorithm utilizes graph-theoretic and statistical techniques to identify tight groups of highly similar elements (kernels), which are likely to belong to the same true cluster. Several heuristic procedures are then used to expand the kernels into the full clustering. CLICK has been implemented and tested on a variety of biological datasets, ranging from gene expression, cDNA oligo-fingerprinting to protein sequence similarity. In all those applications it outperformed extant algorithms according to several common figures of merit. CLICK is also very fast, allowing clustering of thousands of elements in minutes, and over 100,000 elements in a couple of hours on a regular workstation.

Keywords: Clustering, Gene Expression, Graph Algorithms, Minimum Cut.

Introduction

Novel DNA microarray technologies (Eisen & Brown 1999) enable the monitoring of expression levels of thousands of genes simultaneously. This allows for the first time a global view on the transcription levels of many (or all) genes when the cell undergoes specific conditions or processes. The potential of such technologies for functional genomics is tremendous: Measuring gene expression levels in different developmental stages, different body tissues, different clinical conditions and different organisms is instrumental in understanding genes function, gene networks, biological processes and effects of medical treatments.

A key step in the analysis of gene expression data is the identification of groups of genes that manifest similar expression patterns over several conditions. The corresponding algorithmic problem is to cluster multi-condition gene expression patterns. The grouping of genes with similar expression patterns into clusters helps in unraveling relations between genes, deducing the function of genes and revealing the underlying gene regulatory network.

A clustering problem consists of n elements and a characteristic vector for each element. In gene expression data, elements are genes, and the vector of each gene contains its expression levels under some conditions. These levels are obtained by measuring the intensity of hybridization of gene-specific oligonucleotides (or cDNA molecules), which are immobilized to a surface, to a labeled target RNA mixture (cf. Eisen & Brown 1999). A measure of pairwise similarity is then defined between such vectors. For example, similarity can be measured by the correlation coefficient between vectors. The goal is to partition the elements into subsets, which are called clusters, so that two criteria are satisfied: Homogeneity - elements in the same cluster are highly similar to each other; and separation - elements from different clusters have low similarity to each other. The problem has numerous applications in biology as well as in other disciplines.

There is a very rich literature on cluster analysis going back over three decades (cf. Hartigan 1975; Everitt 1993; Mirkin 1996; Hansen & Jaunard 1997). Several algorithmic techniques were previously used in clustering gene expression data, including hierarchical clustering (Eisen et al. 1998), self organizing maps (Tarnayo et al. 1999), simulated annealing (Alon et al. 1999), and graph theoretic approaches (Hartuv et al. 1999; Ben-Dor, Shamir, & Yakhini 1999).

We have developed a novel clustering algorithm that we call CLICK - Cluster Identification via Connectivity Kernels. Our work builds on a recent clustering approach of Hartuv and Shamir (Hartuv et al. 1999). The algorithm does not make any prior assumptions on the number or the structure of the clusters. At the heart of the algorithm is a process of recursively partitioning a weighted graph into components using minimum cut computations. The edge weights and the stopping criterion of the recursion are assigned probabilistic meaning, which gives the algorithm high accuracy. The speed of
the algorithm is achieved by a variety of experimentally
tested heuristic procedures that shortcut, prepend and
append the main process.

CLICK was implemented and tested on a variety of
biological datasets. On two large-scale gene expression
datasets, the algorithm outperformed previously pub-
lished results, which utilized hierarchical clustering and
self organizing maps. Substantial improvements over
two extant algorithms were also demonstrated in clus-
tering of cDNA oligo-fingerprinting data. As an addi-
tional test, we applied CLICK to two large protein
similarity datasets, and obtained similar or better re-
results than leading ad-hoc algorithms for this ap-
lication. CLICK is also very fast, allowing clustering of
thousands of elements in minutes, and over 100,000 el-
ements in a couple of hours on a regular workstation.

Preliminaries

Let \( G = (V, E) \) be a connected weighted graph. We
denote the vertex set of \( G \) also by \( V(G) \). For a vertex
\( v \in V \), define the weight of \( v \) to be the sum of weights of
the edges incident on \( v \). A cut \( C \) in \( G \) is a subset of
its edges, whose removal disconnects \( G \). The weight of
\( C \) is the sum of the weights of its edges. A minimum
weight cut is a cut in \( G \) with minimum weight. In case of
non-negative edge weights, a minimum weight cut \( C \)
partitions the vertices of \( G \) into two disjoint non-empty
subsets \( A, B \subseteq V \), \( A \cup B = V \), such that \( E \cap \{(u, v) : u \in A, \ v \in B\} = C \). An \( s-t \) cut, for \( s, t \in V \), is a cut
whose removal disconnects \( s \) from \( t \). For a pair of
vertices \( u, v \in V \), the distance between \( u \) and \( v \) is the
length of the shortest path that connects them. The
diameter of \( G \) is the maximum distance between a pair
of vertices in \( G \).

Let \( N = \{e_1, \ldots, e_n\} \) be a set of \( n \) elements, and let
\( C = \{C_1, \ldots, C_l\} \) be a partition of \( N \) into subsets. Each
of these subsets is called a cluster, and \( C \) is called a clus-
tering solution, or simply a clustering. Two elements \( e_i \)
and \( e_j \) are called mates with respect to \( C \) if they are
both members of the same cluster in \( C \). When \( C \) is the
true clustering of \( N \) (with respect to some predefined
criterion) we simply call \( e_i \) and \( e_j \) mates.

The input data for a clustering problem is typically
given in one of two forms: (1) Fingerprint data - each
element is associated with a real-valued fingerprint vector,
which contains \( p \) measurements on the element, e.g.,
expression levels of an mRNA at different condi-
tions (cf. Eisen & Brown 1999), or hybridization in-
tensities of a cDNA with different oligos (cf. Lennon &
Lehrauch 1991). (2) Similarity data - pairwise similarity
values between elements, e.g., an E-value for the simi-
larity between two protein sequences (cf. Yona, Linial,
& Linial 1999).

Naturally, fingerprint data is more informative than
similarity data: Given the data, one can compute any
chosen pairwise similarity function between elements.
Moreover, many other computations are possible, e.g.,
computing the mean vector for a group of elements.

The goal in a clustering problem is to partition the
set of elements \( N \) into homogeneous and well-separated
clusters. That is, we require that elements from the
same cluster will be highly similar to each other, while
elements from different clusters will have low similarity
to each other.

Our algorithm can be applied to both fingerprint data
and similarity data. In the next section we describe our
algorithm for clustering fingerprint data. In the Applica-
tions Section we mention ad-hoc modifications of the
algorithm to handle protein similarity data. A detailed
description of our algorithm for handling similarity data
will appear elsewhere, for lack of space.

The Clustering Algorithm

Let \( N = \{e_1, \ldots, e_n\} \) be a set of elements. Let \( M \) be
an input real-valued matrix of order \( n \times p \), where \( M_{ij} \)
is the \( j \)-th attribute of \( e_i \). The \( i \)-th row-vector in \( M \) is
the fingerprint of \( e_i \). For a set of elements \( K \subseteq N \), we
define the fingerprint of \( K \) to be the mean vector of the
fingerprints of the members of \( K \).

The analysis of the raw data involves three main
steps: (1) Preprocessing - normalization of the data
and calculation of pairwise similarity values between
elements; (2) Clustering; and (3) Assessment of the
results. We describe each of the three steps below.

Preprocessing of Fingerprint Data

Our goal in the preprocessing step is to normalize the
data, define a similarity measure between elements and
characterize mates and non-mates in terms of their pair-
wise similarity values.

Common procedures for normalizing fingerprint data
include transforming each fingerprint to have mean zero
and variance one, a fixed norm, a fixed maximum entry,
etc. Choosing an appropriate procedure depends on the
kind of data dealt with, and on the biological context of
the study. Examples for different data normalization
procedures are given in the Applications Section.

Often, each fingerprint in the normalized data has the
same norm. If fixed-norm fingerprints are viewed as
points in the Euclidean space, then these points lie
on a p-dimensional sphere, and the dot-product of two
vectors is proportional to the cosine of the angle be-
tween them. We therefore use the vector dot-product as
the default similarity measure. In case all fingerprints
have mean zero and variance one, the dot-product of
two vectors equals their correlation coefficient.

A key probabilistic assumption in developing CLICK
is that pairwise similarity values between elements are
normally distributed: Similarity values between mates
are normally distributed with mean \( \mu_m \) and variance
\( \sigma_m^2 \), and similarity values between non-mates are
normally distributed with mean \( \mu_p \) and variance \( \sigma_p^2 \),
where \( \mu_m > \mu_p \). This situation was observed on real data
(for example, see Figure 5 in the Applications Section),
and can be theoretically justified as follows: Suppose
that for each fingerprint, its attribute values are in-
dependent and drawn from some random distribution.
Let $u = (u_1, \ldots, u_p)$ and $v = (v_1, \ldots, v_p)$ be two fingerprints, and let $S_{ui} = \sum_{j=1}^{p} u_j v_j$ be their similarity value. The distribution of $u_j v_j$ depends on whether $u$ and $v$ are mates. Suppose that $u$ and $v$ are mates, and let the mean and the variance of this distribution be $\mu_T/p$ and $\sigma_T^2/p$, respectively. Then by the Central Limit Theorem, provided that $p$ is large enough, $S_{ui} \sim N(\mu_T, \sigma_T^2)$. We denote by $f(z|\mu_T, \sigma_T)$ the mates probability density function. Similarly, if $u$ and $v$ are non-mates, and the distribution of $u_j v_j$ has mean $\mu_F/p$ and variance $\sigma_F^2/p$ then $S_{ui} \sim N(\mu_F, \sigma_F^2)$. We denote by $f(z|\mu_F, \sigma_F)$ the non-mates probability density function.

We remark, that when similarity values are not normally distributed, then their distribution can be approximated, and the same ideas presented below can be applied. In practice, the normality assumption often holds, as demonstrated by the results in the Applications Section.

An initial step of the algorithm is estimating the distribution parameters $\mu_T, \mu_F, \sigma_T$ and $\sigma_F$, and the probability $p_{\text{mate}}$ that two randomly chosen elements are mates. There are two possible methods to compute these parameters: (1) In many cases the true partition for a subset of the elements is known. This is the case, for example, if the clustering of some of the genes in a cDNA chip experiment is found experimentally (cf. (Hartuv et al. 1999)), or more generally, if a subset of the elements has been analyzed using prior biological knowledge. Based on this partition one can compute the sample mean and sample variance for similarity values between mates and between non-mates, and use these as maximum likelihood estimates for the distribution parameters. The proportion of mates among all pairs can serve as an estimate for $p_{\text{mate}}$, if the subset was randomly chosen. (2) In case no additional information is given, these parameters can be estimated using the EM algorithm (see, e.g., the probabilistic clustering section in (Mirkin 1996)).

The Basic CLICK Algorithm

Let $S$ be a pairwise similarity matrix for $M$, where $S_{ij}$ is the dot-product between the fingerprint vectors of $e_i$ and $e_j$, i.e., $S_{ij} = \sum_{k=1}^{p} M_{ik} M_{jk}$. The algorithm represents the input data as a weighted similarity graph $G = (V, E)$. In this graph vertices correspond to elements and edge weights are derived from the similarity values. The weight $w_{ij}$ of an edge $(i, j)$ reflects the probability that $i$ and $j$ are mates, and is set to be

$$w_{ij} = \log \frac{p_{\text{mate}} f(S_{ij} | i, j \text{ are mates})}{(1 - p_{\text{mate}}) f(S_{ij} | i, j \text{ are non-mates})}$$

Here $f(S_{ij} | i, j \text{ are mates}) = f(S_{ij} | \mu_T, \sigma_T)$ is the value of the mates probability density function at $S_{ij}$:

$$f(S_{ij} | i, j \text{ are mates}) = \frac{1}{\sqrt{2\pi \sigma_T^2}} e^{-\frac{(S_{ij} - \mu_T)^2}{2\sigma_T^2}}$$

Similarly, $f(S_{ij} | i, j \text{ are non-mates})$ is the value of the non-mates probability density function at $S_{ij}$:

$$f(S_{ij} | i, j \text{ are non-mates}) = \frac{1}{\sqrt{2\pi \sigma_F^2}} e^{-\frac{(S_{ij} - \mu_F)^2}{2\sigma_F^2}}$$

Hence,

$$w_{ij} = \log \frac{p_{\text{mate}} \sigma_F}{(1 - p_{\text{mate}}) \sigma_T} + \frac{(S_{ij} - \mu_T)^2}{2\sigma_T^2} - \frac{(S_{ij} - \mu_F)^2}{2\sigma_F^2}$$

(All logarithms in this paper are natural-base logarithms.)

For efficiency, low weight edges are omitted from the graph, so that there is an edge between two elements iff their pairwise similarity value is above some predefined non-negative threshold $t_S$.

The basic CLICK algorithm can be described recursively as follows: In each step the algorithm handles some connected component of the subgraph induced by the yet-unclustered elements. If the component contains a single vertex, then this vertex is considered a singleton and is handled separately. Otherwise, a stopping criterion (which will be described later) is checked. If the component satisfies the criterion, it is declared a kernel. Otherwise, the component is split according to a minimum weight cut. The algorithm outputs a list of kernels which serve as a basis for the eventual clusters. It is detailed in Figure 1. We assume that procedure MinWeightCut $(G)$ computes a minimum weight cut of $G$ and returns a partition of $G$ into two subgraphs $H$ and $H$ according to this cut.

Basic-Clik algorithm:
If $V(G) = \{v\}$ then move $v$ to the singleton set $R$.
Else if $G$ is a kernel then
Output $V(G)$.
Else
$(H, \bar{H}) \leftarrow \text{MinWeightCut}(G)$. 
Basic-Clik($H$).
Basic-Clik($\bar{H}$).

Figure 1: The basic CLICK algorithm.

The idea behind the algorithm is the following. Given a connected graph $G$, we would like to decide whether $V(G)$ is a subset of some true cluster, or $V(G)$ contains elements from at least two true clusters. In the first case we say that $G$ is pure. In order to make this decision we test for each cut $C$ in $G$ the following two hypotheses:

- $H_1^G$: $C$ contains only edges between non-mates.
- $H_2^G$: $C$ contains only edges between mates.

If $G$ is pure then $H_2^G$ is true for every cut $C$ of $G$. If on the other hand $G$ is not pure, then there exists at least one cut $C$ for which $H_2^G$ holds. We therefore determine that $G$ is pure if $H_2^G$ is accepted for each cut $C$ in $G$. In case we decide that $G$ is pure, we declare it to be a kernel. Otherwise, we partition $V(G)$ into two
disjoint subsets, according to a cut $C$ in $G$ for which the posterior probability ratio $Pr(H^C_i|C)/Pr(H^C_0|C)$ is minimum. Here, $Pr(H^C_i|C)$ denotes the posterior probability for $H^C_i$, $i = 0, 1$, given a cut $C$ (along with its edge weights). We call such a partition a weakest bipartition of $G$.

We first show how to find a weakest bipartition of $G$. To this end, we make a simplifying probabilistic assumption that for a cut $C$ in $G$ the random variables $\{S_{ij}\}_{(i,j) \in C}$ are mutually independent. We denote the weight of a cut $C$ by $W(C)$. We denote by $f(C|H^C_i)$ the likelihood that the edges of $C$ connect onlymates, and by $f(C|H^C_0)$ the likelihood that the edges of $C$ connect only mates. We let $Pr(H^C_i)$ denote the prior probability for $H^C_i$, $i = 0, 1$.

**Lemma 1** Let $G$ be a complete graph. Then for any cut $C$ in $G$

$$W(C) = \log \frac{Pr(H^C_i|C)}{Pr(H^C_0|C)}$$

**Proof:** Using Bayes Theorem (cf. (DeGroot 1989)) we find that

$$Pr(H^C_i|C) = \frac{Pr(H^C_i)f(C|H^C_i)}{Pr(H^C_0)f(C|H^C_0)}$$

The joint probability density function of the weights of the edges in $C$, given that they are normally distributed with mean $\mu_T$ and variance $\sigma_T^2$, is

$$f(C|H^C_i) = \Pi_{(i,j) \in C} \frac{1}{\sqrt{2\pi\sigma_T}} e^{-\frac{(s_{ij} - \mu_T)^2}{2\sigma_T^2}}$$

Similarly,

$$f(C|H^C_0) = \Pi_{(i,j) \in C} \frac{1}{\sqrt{2\pi\sigma_F}} e^{-\frac{(s_{ij} - \mu_F)^2}{2\sigma_F^2}}$$

The prior probability for $H^C_1$ is $p_{mat}^{[C]}$ and for $H^C_0$ is $(1 - p_{mat})^{[C]}$

Therefore,

$$\log \frac{Pr(H^C_i|C)}{Pr(H^C_0|C)} = \log \frac{Pr(H^C_i)f(C|H^C_i)}{Pr(H^C_0)f(C|H^C_0)} = \log \frac{Pr(H^C_i|C)}{Pr(H^C_0|C)} = W(C)$$

It remains to show how to decide if $G$ is pure, or equivalently, which stopping criterion to use. For a cut $C$, we accept $H^C_i$ if $Pr(H^C_i|C) > Pr(H^C_0|C)$. That is, we accept the hypothesis with higher posterior probability.

Let $C$ be a minimum weight cut of $G$, which partitions it into two subgraphs $H$ and $\bar{H}$. By Lemma 1, for every other cut $C'$ of $G$

$$\log \frac{Pr(H^C_i|C)}{Pr(H^C_0|C)} = W(C) \leq W(C') = \log \frac{Pr(H^C_i|C')}{Pr(H^C_0|C')}$$

Therefore, $H^C_i$ will be accepted for $C$ iff $H^C_i$ will be accepted for every cut $C'$ in $G$. Thus, we accept $H^C_i$ and declare that $G$ is a kernel if $W(C') > 0$.

We now extend these ideas to the case that $G$ is incomplete. Consider first the decision whether $G$ is pure or not. It is now possible that $H^C_i$ will be accepted for $C$ but rejected for some other cut of $G$. Nevertheless, a test based on $W(C)$ approximates the desired test. In order to apply our test criterion, we have to approximate the contribution of the edges missing from $C$ to the posterior probability ratio $Pr(H^C_i|C)/Pr(H^C_0|C)$.

This is done as follows: Let $F = (H \times \bar{H}) \setminus C$ and let $r = |H||\bar{H}|$. Denote by $\Phi(\cdot)$ the cumulative standard normal distribution function. Define

$$W^*(C) = \log \frac{\prod_{(i,j) \in F} p_{mat} \Phi(S_{ij} \leq ts_i | H^C_i)}{\prod_{(i,j) \in F} (1 - p_{mat}) \Phi(S_{ij} \leq ts_i | H^C_0)} = (r - |C|) \log \frac{p_{mat} \Phi((ts_i - \mu_T)/\sigma_T)}{(1 - p_{mat}) \Phi((ts_i - \mu_F)/\sigma_F)}$$

We decide that $G$ is pure and declare it to be a kernel iff $W(C) > W^*(C) > 0$.

In case we decide that $G$ is not pure, we use $C$ in order to partition $G$ into two components. This yields an approximation of a weakest bipartition of $G$.

We remark that since we are interested in testing $H^C_0$ and $H^C_i$ on a specific minimum weight cut $C$, we can accurately calculate the contribution of the missing edges to the posterior probability ratio by computing their real weights from the raw data. This of course increases the running time of the algorithm.

**The Full Algorithm**

The Basic-C.LI.K algorithm produces kernels of clusters, which should be expanded to yield the full clusters. The expansion is done by considering the singletons which were found during the execution of Basic-C.LI.K. We denote by $L$ and $R$ the current lists of kernels and singletons, respectively. An adoption step repeatedly searches for a singleton $v$ and a kernel $K$ whose pairwise fingerprint similarity is maximum among all pairs of singletons and kernels (in practice we consider only kernels with at least five members). If the value of this similarity exceeds some predefined threshold, then $v$ is adopted to $K$, that is, $v$ is added to $K$ and removed from $R$, and the fingerprint of $K$ is updated. Otherwise, the iterative process ends. We note that the adoption step
has a theoretical justification (see (Ben-Dor, Shamir, & Yakhini 1999)).

The main advantage of this approach is that adoption is decided based on the full raw data $M$, in contrast to other approaches in which adoption is decided based on the similarity graph (see, e.g., (Hartuv et al. 1999)).

After the adoption step takes place, we start a recursive clustering process on the set $R$ of remaining singletons. This is done by discarding all other vertices from the initial graph. We iterate that way until no change occurs.

At the end of the algorithm a merging step merges clusters whose fingerprints are similar. The merging is done iteratively, each time merging two kernels whose fingerprint similarity is the highest, provided that this similarity exceeds a predefined threshold. When two kernels are merged, they are removed from $L$, the newly merged kernel is added to $L$, and its fingerprint is calculated. Finally, a last singleton adoption step is performed.

The full algorithm is detailed in Figure 2. $G_R$ is the subgraph of $G$ induced by the vertex set $R$. Procedure Adoption($L, R$) performs the singleton adoption step. Procedure Merge($L$) performs the merging step.

\[
R \leftarrow \emptyset .
\]

**While** some change occurs **do**:

```
Execute Basic-CLICK($G_R$).
Let $L$ be the list of kernels produced.
Let $R$ be the set of singletons produced.
Adoption($L, R$).
Merge($L$).
Adoption($L, R$).
```

Figure 2: The CLICK algorithm.

**Speedup Refinements**

Several ad-hoc refinements were developed in order to reduce the running time of CLICK on very big instances. We describe those heuristics below.

**Screening:** When handling very large connected components (say, of size 100,000), computing a minimum weight cut is very costly. Moreover, in the graphs that we encountered, large connected components are rather sparse (see Table 7) and hence contain low weight vertices. Removing a minimum cut from such a component will generally separate a low weight vertex, or a few such vertices, from the rest of the graph. This is computationally very expensive and not informative at an early stage of the clustering.

To overcome this problem, we screen low weight vertices from large components, prior to their clustering. The screening is done as follows: We first compute the average vertex weight $W$ in the component, and multiply it by a factor which is proportional to the logarithm of the size of the component. We denote the resulting threshold by $W'$. We then remove vertices whose weight is below $W'$, and continue to do so updating the weight of the remaining vertices, until the updated weight of every (remaining) vertex is greater than $W'$. The removed vertices are marked as singletons and handled at a later stage.

**Minimum s-t Cuts:** CLICK uses our implementation of Hao-Orlin algorithm for computing a minimum weight cut (Hao & Orlin 1994). This algorithm was shown to outperform other minimum cut algorithms in practice (cf. (Chekuri et al. 1997)). Its running time using highest label selection (cf. (Chekuri et al. 1997)) is $O(n^2 \sqrt{m})$. For large components this is computationally quite expensive. Thus, for components of size greater than 1,000 we apply a different strategy, which we found to work in practice almost as good as computing a minimum cut.

The idea is to compute a minimum s-t cut in the underlying unweighted graph (where the weight of each edge is one), instead of a minimum weight cut. The complexity of this computation using Dinic's algorithm (cf. (Even 1979)) is only $O(m^{1/2n})$ time. In order to use this approach we have to show how to properly choose the vertices that should be separated. $s$ and $t$ are chosen so that their distance equals the diameter of the graph. More accurately, we first compute the diameter $d$ of the graph, using breadth first search. If $d \geq 4$ we choose two vertices $s$ and $t$ whose distance is $d$, and partition the graph according to a minimum s-t cut.

**Assessing the Results**

We present in this section figures of merit for measuring the quality of a clustering solution. Different measures are applicable in different situations, depending on whether a partial true solution is known or not, and whether the input is fingerprint or similarity data. Those measures will be used for assessing the results in the Applications Section.

Suppose at first that the true solution is known, and we wish to compare it to a suggested solution. Any clustering solution can be represented by a binary $n \times n$ matrix $C$, in which $C_{ij} = 1$ iff $i$ and $j$ belong to the same cluster in that solution. Let $T$ and $C$ be the matrices for the true solution and the suggested solution, respectively. Let $n_{kl}$, $k, l = 0, 1$, denote the number of pairs $(i, j)$ ($i \neq j$) for which $T_{ij} = k$ and $C_{ij} = l$. Thus, $n_{11}$ is the number of mates which are detected by the suggested solution, $n_{00}$ is the number of non-mates identified, while $n_{01}$ and $n_{10}$ count the disagreements between the true solution and the suggested one.

The **Minkowski measure** (see, e.g., (Sokal 1977)) is defined as

\[
\sqrt{\frac{n_{01} + n_{10}}{n_{11} + n_{10}}}
\]

Hence, it measures the proportion of disagreements to the total number of mates in the true solution. A per-
fect solution has score zero, and the lower the score - the better the solution. The Jaccard coefficient (see, e.g., [Everitt 1993]) is the ratio

\[ \frac{n_{11}}{n_{11} + n_{10} + n_{01}} \]

It is the proportion of correctly identified mates to the sum of the correctly identified mates plus the total number of disagreements. Hence, a perfect solution has score one, and the higher the score - the better the solution. Note, that both measures do not (directly) involve the term \( n_{00}, \) since solution matrices tend to be sparse and this term would dominate the other three in good and bad solutions alike. When the true solution is known only for a subset \( N^* \subset N, \) the Minkowski and Jaccard measures can be computed on the submatrices corresponding to \( N^*. \) In some cases, e.g., for cDNA oligo-fingerprint data (see the Applications Section), we have the additional information that no element of \( N^* \) has a mate in \( N \setminus N^*. \) In such a case, the Minkowski and Jaccard measures are evaluated using all the pairs \( \{(i, j) : i \in N^*, j \in N \cup N^*, i \neq j\}. \)

When the true solution is not known, we evaluate the quality of the solution by computing two figures of merit to measure the homogeneity and separation of the produced clusters. For fingerprint data, homogeneity is evaluated by the average and minimum correlation coefficient between the fingerprint of an element and the fingerprint of its corresponding cluster. Precisely, if \( cl(y) \) is the cluster of \( y, \) \( F(X) \) and \( F(u) \) are the fingerprints of a cluster \( X \) and an element \( u, \) respectively, and \( S(x, y) \) is the correlation coefficient (or any other similarity measure) of fingerprints \( x \) and \( y, \) then

\[ H_{Ace} = \frac{1}{|M|} \sum_{u \in N} S(F(u), F(cl(u))) \]

\[ H_{Min} = \min_{u \in N} S(F(u), F(cl(u))) \]

Separation is evaluated by the weighted average and the maximum correlation coefficient between cluster fingerprints. That is, if the clusters are \( X_1, \ldots, X_t, \) then

\[ S_{Ace} = \frac{1}{t-1} \sum_{i \neq j} |X_i||X_j| \sum_{i \neq j} S(F(X_i), F(X_j)) \]

\[ S_{Max} = \max_{i \neq j} S(F(X_i), F(X_j)) \]

Hence, a solution improves if \( H_{Ace} \) increases and \( H_{Min} \) increases, and if \( S_{Ace} \) decreases and \( S_{Max} \) decreases.

For similarity data, we use a measure suggested by Z. Yakhini (private communication): Suppose that the input is a similarity graph \( G = (V, E) \) with edges representing high similarity (exceeding some threshold). Homogeneity is evaluated by the fraction of edges inside clusters, and separation is evaluated by the percentage of edges between different clusters. That is,

\[ H = \frac{|\{(i, j) : c(i) = c(j) \text{ and } (i, j) \in E\}|}{|\{(i, j) : c(i) = c(j)\}|} \]

\[ S = \frac{|\{(i, j) : c(i) \neq c(j) \text{ and } (i, j) \in E\}|}{|\{(i, j) : c(i) \neq c(j)\}|} \]

Applications

In the following we describe CLICK’s results on several biological datasets. The architecture used for the execution of CLICK is described after the specific applications.

Gene Expression

CLICK was first tested on the yeast cell cycle dataset of [Cho et al. 1998]. That study monitored the expression levels of 6,218 \emph{S. cerevisiae} putative gene transcripts (identified as ORFs) measured at 10-minute intervals over two cell cycles (160 minutes). We compared CLICK’s results to those of the program GENECLUSTER ([Tamayo et al. 1999]) that uses Self-Organizing Maps. To this end, we applied the same filtering and data normalization procedures of (Tamayo et al. 1999), the filtering removes genes which do not change significantly across samples, resulting in a set of 826 genes. The data preprocessing includes the removal of the 90-minutes time-point and normalizing the expression levels of each gene to have mean zero and variance one within each of the two cell-cycles.

CLICK clustered the genes into 30 clusters in 14 seconds. These clusters are shown in Figure 3. A summary of the homogeneity and separation parameters for the solutions produced by CLICK and GENECLUSTER is shown in Table 1. CLICK obtained results superior in all the measured parameters. Two putative true clusters are the sets of late G1-peak genes and M-peaking genes, reported in [Cho et al. 1998]. Out of the late G1-peak genes that passed the filtering, CLICK placed 91% in a single cluster (see Figure 3, cluster 3). In contrast, [Tamayo et al. 1999] report that in their solution 87% of these genes were contained in three clusters. Out of the M-peaking genes that passed the filtering, CLICK placed 95% in a single cluster (see Figure 3, cluster 1).

<table>
<thead>
<tr>
<th>Program</th>
<th>#Clusters</th>
<th>Homogeneity</th>
<th>Separation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLICK</td>
<td>30</td>
<td>0.8</td>
<td>-0.19</td>
</tr>
<tr>
<td>GENEC-</td>
<td>30</td>
<td>0.74</td>
<td>-0.88</td>
</tr>
<tr>
<td>CLUSTER</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: A comparison between CLICK and GENECLUSTER on the yeast cell cycle dataset (Cho et al. 1998).

As another test, we analyzed the dataset of [Iyer et al. 1999] which studied the response of human fibroblasts to serum. It contains expression levels of 8,613 human genes obtained as follows: Human fibroblasts were deprived of serum for 48 hours and then stimulated by addition of serum. Expression levels of genes were measured at 12 time-points after the stimulation. An additional data-point was obtained from a separate unsynchronized sample. A subset of 517 genes whose expression levels changed substantially across samples was
analyzed by the hierarchical clustering method of (Eisen et al. 1998). The data was normalized by dividing each entry by the expression level at time zero, and taking a logarithm of the result. For ease of manipulation, we also transformed each fingerprint to have a fixed norm. The similarity function used was dot-product, giving values identical to those used by (Eisen et al. 1998). CLICK clustered the genes into 10 clusters in 32 seconds. These clusters are shown in Figure 4. Table 2 presents a comparison between the clustering quality of CLICK and the hierarchical clustering of (Eisen et al. 1998) on this dataset. Again, CLICK performs better in all parameters.

<table>
<thead>
<tr>
<th>Program</th>
<th>#Clusters</th>
<th>Homogeneity $H_{true}$</th>
<th>Separation $S_{true}$</th>
<th>$S_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLICK</td>
<td>10</td>
<td>0.88</td>
<td>-0.34</td>
<td>0.65</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>10</td>
<td>0.87</td>
<td>-0.13</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 2: A Comparison between CLICK and the hierarchical clustering of (Eisen et al. 1998) on the dataset of response of human fibroblasts to serum (Iyer et al. 1999).

cDNA oligo-fingerprints
We studied two datasets of oligonucleotide fingerprints of cDNAs obtained from Max Planck Institute of Molecular Genetics in Berlin. In oligo-fingerprinting (Lennon & Lehrach 1991), poly-dT primed cDNAs are extracted from a tissue, cloned and spotted on high density filters. The filter is then hybridized with a short oligonucleotide (oligo) and the hybridization levels for each spot are recorded. The experiment is repeated with 100-300 oligos, and the vector of hybridization levels of each spot with all oligos form its oligo-fingerprint. Clustering can be used to identify cDNAs that originated from the same gene, and consequently, pinpoint gene abundance levels and save on sequencing. The technique is used, for example, when sequences of all the genes of an organism are not known.

The first dataset analyzed contains 2,329 cDNAs fingerprinted using 139 oligos. This dataset was part of a library of some 100,000 cDNAs prepared from purified peripheral blood monocytes by the Novartis Forschungsinstitut in Vienna, Austria (see Hartuv et al. 1999)). The true clustering of these 2,329 cDNAs is known from back hybridization experiments performed with long, gene-specific oligonucleotides. It contains 18 gene clusters varying in size from 709 to 1. The second dataset contains 20,275 cDNAs originating from sea urchin eggs, fingerprinted using 217 oligos (see Poustka et al. 1999)). For this dataset the true solution is known on a subset of 1,811 cDNAs. Fingerprint normalization was done as explained in (Meier-Ewert et al. 1998).

Similarity values (dot-products) between pairs of cDNA fingerprints from the blood monocytes dataset are plotted in Figure 5. To test our hypotheses that the distributions of the similarity values between mates and between non-mates are normal, we applied a Kolmogorov-Smirnov test (see, e.g., (DeGroot 1989)) with a significance level of 0.05. The hypotheses were
Figure 4: CLICK’s clustering of the fibroblasts serum response data (Iyer et al. 1999). x axis: 1-12: synchronized time points. 13: unsynchronized point. y axis: normalized expression levels. The solid line in each sub-figure plots the average pattern for that cluster. Error bars display the measured standard deviation. The cluster size is printed above each plot.

Figure 5: Similarity values between mates and between non-mates in the peripheral blood monocytes cDNA dataset of (Hartuv et al. 1999). CLICK outperforms the other algorithms in all figures of merit, and also obtains solutions with fewer unclustered singletons.

Protein classes
CLICK was also applied to two protein similarity datasets. The first dataset contains 72,623 proteins from the ProtoMap project (Yona, Linial, & Linial 1999). The second originated from the SYSTERS project (Krause, Stoye, & Vingron 2000) and contains 117,835 proteins. Both datasets contain for each pair of proteins an E-value of their similarity as computed by BLAST.

Protein classification is inherently hierarchical, so the assumption of normal distribution of mate similarity values does not seem to hold. In order to apply CLICK to the data, we made the following modifications:

1. The weight of an edge \((i, j)\) was set to be \(w_{ij} = \log \left[ \frac{\text{max}(1-P_{ij})}{1-P_{ij}} \right] \), where \(P_{ij}\) is the E-value, and hence, also practically the p-value, of the similarity between \(i\) and \(j\). We used a similarity threshold which corresponds to an E-value of \(10^{-20}\).

2. For a minimum weight cut \(C\) which partitions \(G\) into \(H\) and \(\tilde{H}\), we used \(W^*(C) = (r - |C|) \log \frac{\text{max}(1-P_{ij})}{1-P_{ij}}\), where \(r = |H|\|\tilde{H}|\).

3. For the adoption step we used a variant of the approach of (Ben-Dor, Shamir, & Yakhini 1999): We calculated for each singleton \(r\) and each kernel \(K\)
### Table 3: A comparison between CLICK and HCS on the blood monocytes cDNA dataset.

<table>
<thead>
<tr>
<th>Program</th>
<th>#Clusters</th>
<th>#Singletons</th>
<th>Minkowski</th>
<th>Jaccard</th>
<th>Time(min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLICK</td>
<td>31</td>
<td>46</td>
<td>0.57</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>HCS</td>
<td>16</td>
<td>206</td>
<td>0.71</td>
<td>0.55</td>
<td>43</td>
</tr>
</tbody>
</table>

### Table 4: A comparison between CLICK and K-means on the sea urchin cDNA dataset.

<table>
<thead>
<tr>
<th>Program</th>
<th>#Clusters</th>
<th>#Singletons</th>
<th>Minkowski</th>
<th>Jaccard</th>
<th>Time(min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLICK</td>
<td>2,952</td>
<td>1,295</td>
<td>0.59</td>
<td>0.69</td>
<td>32.5</td>
</tr>
<tr>
<td>K-Means</td>
<td>3,486</td>
<td>2,473</td>
<td>0.79</td>
<td>0.4</td>
<td>–</td>
</tr>
</tbody>
</table>

4. For the merging step we calculated for each pair of kernels $K_1$ and $K_2$ the ratio:

$$\frac{\sum_{k \in K} w_{rk}}{|K|}$$

We then chose the pair $r, K$ with the highest ratio and $r$ was adopted to $K$ if this ratio exceeded some predefined threshold $w^*$. For the evaluation of the ProtoMap dataset we used a Pfam classification for a subset of the data consisting of 17,244 single-domain proteins, which is assumed to be the true solution for this subset. We compared our results to the results of ProtoMap with a confidence level of $10^{-20}$ on this dataset. The comparison is shown in Table 5. The results are very similar, with a slight advantage to CLICK.

For the SYSTERS dataset, no “true solution” was assumed, so we evaluated the solutions of CLICK and SYSTERS using the figures of merit described in the previous section. Table 6 presents the results of the comparison. The results show a significant advantage to CLICK.
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### Table 5: A comparison between CLICK and ProtoMap on a dataset of 72,623 proteins.

<table>
<thead>
<tr>
<th>Program</th>
<th>#Clusters</th>
<th>#Singletons</th>
<th>Minkowski-Jaccard</th>
<th>Time(min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLICK</td>
<td>7,147</td>
<td>16,612</td>
<td>0.88</td>
<td>0.39</td>
</tr>
<tr>
<td>ProtoMap</td>
<td>7,445</td>
<td>16,408</td>
<td>0.89</td>
<td>0.39</td>
</tr>
</tbody>
</table>

### Table 6: A comparison between CLICK and SYSTERS on a dataset of 117,835 proteins.

<table>
<thead>
<tr>
<th>Program</th>
<th>#Clusters</th>
<th>#Singletons</th>
<th>Homogeneity</th>
<th>Separation</th>
<th>Time(min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLICK</td>
<td>9,429</td>
<td>17,119</td>
<td>0.24</td>
<td>0.03</td>
<td>126.3</td>
</tr>
<tr>
<td>SYSTERS</td>
<td>10,891</td>
<td>28,300</td>
<td>0.14</td>
<td>0.03</td>
<td>–</td>
</tr>
</tbody>
</table>