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Abstract

Temporal logic based on the two modalities “Since” and “Until” (7L) is the most popular logic for the
specification of reactive systems. It is often called the linear time temporal logic. However, metric properties of
real time cannot be expressed in this logic. The simplest modalities with metric properties are “X will happen
within § units of time”. The extension of 7'L by all these modalities with rational § is decidable. We show that
the extension of the linear time temporal logic by two modalities “X will happen within one unit of time”, “X
will happen within 7 unit of time” is undecidable, whenever t is irrational.
© 2007 Elsevier Inc. All rights reserved.

1. Introduction

Temporal logic based on the two modalities “Since” and “Until” (TL) is the most popular
framework for reasoning about the evolving of a system in time. By Kamp’s theorem [9] this logic
has the same expressive power as the monadic first order predicate logic. Therefore, the choice
between monadic logic and temporal logic is merely a matter of personal preference.

Temporal logic and first-order monadic logic of order are equivalent whether the system evolves
in discrete time or in continuous time. For continuous time neither logic is strong enough to express
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properties like: “X will happen within one unit of time”; hence, to specify metric properties we need
a more expressive version of these logics.

R. Koymans [12] extended this logic by modality “X will happen at distance one from the current
point”. Unfortunately, the satisfiability problem for this logic is undecidable. Following the works
of T. Henzinger and others [12,3,2,10,4,14,1,5] and more, we introduced in [6,8] the logic Q7L (quan-
titative temgoral logic), which has besides the modalities Until and Since two metric modalities:
O1(X) and < 1(X). The first one says that X will happen (at least once) within the next unit of time,
and the second says that X happened within the last unit of time. We proved that:

(1) The validity and satisfiability problem for this logic is decidable, whether we are interested in
systems with finite variability, or in all systems evolving in time (a system has finite variability
if it changes only at finitely many points, in any finite interval of time).

(2) This logic subsumes the different decidable metric temporal logics that we found in the liter-
ature, like MITL [2,1,5]. In particular, for a natural #, it is easy to express in this logic “X will
happen in the next interval of length »” and “X happened within the last interval of length n”
(see survey [7]).

Result (1) above implies that:

(3) The validity and satisfiability problem for the temporal logic with modalities {until, since} U
{&gs &4 1 g ranges over the non-negative rationals} is decidable, whether we are interested
in systems with finite variability, or in all systems evolving in time. Here, modality <, (X)
expresses “X will happen in the next interval of length ¢” and gq(X)—“X happened within
the last interval of length ¢”.

A natural question is whether an extension of this logic by modalities <;(X) and ‘5,()() for an
irrational t is decidable.
We show that

Theorem 1 (Main). For every irrational T, the temporal logic with four modalities Until, Since, $1(X)
and &+ (X) is undecidable over the reals both for finite variability and for all interpretations.

This theorem and its proof can be straightforwardly generalized to the case when 1 and 7 are replaced
by any numbers ¢, d such that ¢/d is irrational.

The undecidability proof is obtained by reduction from the reachability problem for two-counter
machines.

In the next section, we recall definitions and facts about temporal logics. The proof of Theorem
1 is given in Section 3. In Section 4 some further results are proved. In particular, it is shown that
the logics of Theorem 1 are undecidable over the rational line.

2. Temporal logic

Temporal logics evolved in philosophical logic and were enthusiastically embraced by a large
body of computer scientists. A temporal logic uses logical constructs called “modalities” to create
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a language that is free from quantifiers. The temporal logic with a set M of modalities is denoted
by TL(M). Here, we consider TL( U, S, <, <1, <> L < <_T) Its syntax is deﬁned as follows

It has monadic predicate names Py, P», . . . and modality names U, S, <1, Oy, <> 1 <> . The formulas
of this temporal logic are given by the grammar:

< <
pu=true|Pl=plo AploUple Sp| 19000 C1el &

We consider the interpretations of this logic over the set R*? of non-negative reals. A structure for
this logic is 4 = (R>?, <, P, P», . .., P,), where the monadic predicates P; € R>? are the interpreta-
tions of corresponding predicate names mentioned in the formulas of the logic. For a € R>? the
relation ¢ holds at @ in a model 4 (notations 4, a = ¢) is defined by structural induction:

e A,a = true

e For atomic formulas: 4,a =P iff a€P.

e For Boolean combinations, the definition is the usual one.

e A,a = ¢ Ugy iff there is b > a such that 4,b = @3 and A4, c = ¢ for all ¢ in the open interval
(a,b).

e A,a = @1 Sy iff there is b < a such that 4,b = ¢ and A4, ¢ = ¢ for all ¢ in the open interval
(b, a).

eletde [RR>0 Then 4, a = $sg iff there is b in the interval (a, a + 8) such that 4, b = ¢. Similarly,
Ay,a = <>5(p iff there is b in the interval (@ — §,a) such that 4,5 = ¢.

We use standard abbreviations (derived modalities):

SX 2 true UX <<§X 2 true SX
(X 2 —=o—X Fx 2 -5-x
X 2 —¢1—X Fx2-35,-~x

Note that the semantics of all modalities above is a “strict” one, for example, the formula =X A OOX
is satisfiable.

We proved in [6] and [8] that if our logic contains <>s¢ and ‘55¢, then it can express more liberal
bounds in time like: “X will happen in the future, within the period that starts in m$ units of time,
and ends in 7§ units of time” (m < n are naturals). We may also include or exclude one or both of
the endpoints of the period.

Below are some useful equivalences:

Ca(Cp(X)) © Carp(X)

Tu(Tp0) < SarpX

Observe that
(—=X) UX holds at b iff there is ¢ > b such that ¢ € X and no point from the interval (b, c) isin X.

—(—X Utrue) holds at b iff for every ¢ > b a point from the interval (b, c) is in X.
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Hence,

(=<Ca(X) A ((=04(X) U, (X)) A (—=(—=<4(X) Utrue)) holds at b iff the next occurrence of X is
at distance a from b, i.e., =X holds on (b, b + a) and X holds at b + a.

These equivalences and observations imply the following Proposition.

Proposition 2. Let TL be a temporal logic which includes modalities U and S.

(1) If ©s,¢ and s, are expressible in TL, then <515, is also expressible in TL. In particular, if
<>5g0 is expresszble in TL, then <5 is also expresszble in TL.

2) If <> 5,9 and <>5290 are expresszble in TL, then > 814+8,9 is also expressible in TL. In particular,
if > s@ is expressible in TL, then kS ns@ 1s also expressible in TL.

(3) If Osg is expressible in TL, then we can express in TL that the next occurrence of ¢ is at
the distance exactly § from the current point, i.e., there is a formula next-occg(¢) such that
A,a = next- occa(cp) iffd,a+ 8= pand A,b = —-gofor every b € (a,a+ $).

(4) Similarly, if <>5(p is expressible in TL, then there is a TL formula prev-occgs(¢) such that A,a =
prev-occs(@) iff A,a — 8 |= @ and A, b |= —g for every b € (a — §,a).

Note that unlike the property “the next occurrence of X will happen at distance exactly 6, the
property “there is an occurrence of X which will happen at distance exactly §” is not expressible
from <.

3. Proof of Theorem 1

For the proof of Theorem 1, without restriction of generality, we can assume that t < 1. Indeed,
assume that T > 1. Let n be a natural number greater than t. By Proposition 2, <>, is expressible from
1. Therefore, the undecidability of the temporal logic with modalities { U, S, <,, <.} will imply
the undecidability of the temporal logic with modalities { U, S, &1, $¢ ).

This theorem can be straightforwardly generalized to the case when 1 and t are replaced by any
numbers ¢ and d such that ¢/d isirrational. Indeed, let ¢ be a formula over modalities { U, S, <&, <1 ).
Let v be obtained from ¢ by replacing all occurrences of < (respectively, of &) by <. (respectively,
by <$¢r). Then, ¢ is satisfiable iff ¢ is satisfiable.

The undecidability proof is obtained by reduction from the reachability problem for two-counter
machines. Similar reductions were used by [13,11] to prove undecidability results for timed automata
with incommensurable constants.

A two-counter machine M consists of a finite set of states and two unbounded nonnegative
integer variables called counters. Initially both counter values are 0. Three types of instructions are
used: branching based upon whether a specific counter has the value 0, incrementing a counter, and
decrementing a counter (which leaves unchanged a counter value of 0). We assume that from every
state exactly one instruction can be executed. It is well known that the problem whether from state
1 a specified state & is reachable is undecidable.

Let M be a two-counter machine with a set of states {1, . . ., k}. We are going to construct a formula
om (01, ..., 0k, C1,C2, Z,N,Ro, R1, R2) which “encodes” the computation of M. Let us first explain
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how computations can be encoded on reals. An w-sequence (ng, mo, qo){(n, m,q1) ... {n,m;,q;) ...
of M configurations can be encoded as a structure with predicates 0y, ... Ok, C1 and C5. Predicates
0; will encode states in the w-sequence, predicate Cj (respectively, Cp) will encode the sequence
n; (respectively, m;) of the values of the first (respectively, second) counter. The ith configuration
(ni,m;, q;) will be encoded on the interval (i — 1,i] as follows: Q,; will be true at i and false at other
points of this interval; Q; for j # g; will be false at all points in the interval; C; (respectively, C>)
will hold only at the point i — {n;t} (respectively, i — {m;t}), where {a} denotes the fractional part
of a, i.e., a number r € [0, 1) such that @ — r is an integer. The fact that 7 is irrational implies that
for all n,m € N if {mt} = {nt} then n = m. Hence, the encoding is injective.

Now we are going to construct a formula ¢/ (0, . . ., Ok, C1, C2, Z, N, Ry, Ry, Ry) which “encodes”
the computation of M and has the following properties:

Properties of ): R*?,0 |= ¢y, if and only if the following conditions hold:

(1) Z is interpreted as {0}.
(2) N is interpreted as the set of naturals.
(3) R; is interpreted as | J,,cn[37 4 j,3n 4+ j + 1) for j = 0,1,2.
() Uf-;] 0; = N and at every n € N exactly one of Q; holds.
(5) In every interval (n,n + 1] there is one occurrence of C; forn e Nand j = 1,2.
(6) (no,mo,qo){n1,m,q1) ... {n;,m;,q;) ...is the (unique) computation of M iff (Qy, ..., O, C1, C2)
encodes this computation, i.e.,
(a) Qg4; holds at i.
(b) Cy holds at i — {n;t} and C; holds ati — {m;t} .

The first five conditions are independent of a counter machine and are expressible by a formula
Y15 which is the conjunction of the following formulas:

(1) O@Z < =S true).
(2) O((Z - N) A (N — next-occi(N))).

Note that Z and N satisfy the above two formulas iff Z is interpreted as {0} and N as the set
N € R> of natural numbers. Properties (3)~(5) can be defined from Z and N by “non-metrical”
modalities U and S.

(3) R; are disjoin and for j = 0,1, 2:
(@>Ro) \(Rj AN) > Ry A=N) UN A R 1mods)) )

@) O((VOi < N) A(higj(Qi = =0))).
(5) O((N — ((=N) UC)) A (Cj = ((—=C;) UN)) for j =,1,2.

To express the last condition, we are going first to describe formulas unchanged, incr, decr which
have the following properties.
If N,Ry,R1,R>, C1 and C; satisfy the conditions (1)—(5), then for C € {Ci,C>} and every n € N:
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R>,n = unchanged(C) if the value of the counter C was unchanged between interval (n — 1, 7] and
(n,n 4+ 1]. Thatis, if n — v = n + 1 — u, where v (respectively, ) is the unique point in the interval
(n — 1, n] (respectively, in the interval (n,n 4+ 1] which is in C.

R>Y 5 k= decr(C) if the value of the counter C was decremented between interval (n — 1,n] and
(n,n+1]. That is, if {n — v — t} = n 4+ 1 — u, where v (respectively, u) is the unique point in the
interval (n — 1,n] (respectively, in the interval (n,n + 1] which is in C.

R>%, n = incr(C) if the value of the counter C was incremented between interval (n — 1,n] and
(n,n +1]. That is, if {n — v+ 7} = n 4+ 1 — u, where v (respectively, ) is the unique point in the
interval (n — 1,n] (respectively, in the interval (n,n + 1] which is in C.

unchanged(C) can be defined as

(=C)— ((=N) S(C A next-occi(C)))
A
C—((=N) U(C AN)).

decr(C) can be defined as follows. If C holds at n, then C will hold at n + 1 (recall that by our
agreement the decrement of zero counter is zero). In other cases, if the distance from » to the
preceding C point v is strictly less than , then the distance from v to the next C point is 7; otherwise,
the distance from v to the next C point is 1 + . This is formalized by the formula

C—(E=NUWAQ)
A
(=N) S(C ALr=N)—(=N) S(C A $14:0)

A
(=(=M S(C A T=M) )= (=M S(C A :0)

Finally, incr(C) can be defined by the following cases

Case v — (n — 1) > 7. In this case u should be at distance one from the point v — 7. In our logic, we
cannot say that P occurs at exactly distance one; however, we can express that the first occurrence
of Pisatdistance one. Unfortunately, u is a second occurrence of P at distance one from v — 7. This
is also inexpressible in our logic. To overcome this difficulty, we will use predicates R; (j = 0,1,2).
Note that if R; holds at v, then u will be the first occurrence of P A R 1,043 at distance one from
v — 7. All this can be formalized by the formula v defined as

Aj (R mas— (<N) S(R; A next-ocee (C) A next-0cet £(C A Rjsimoa3)))
Case v — (n — 1) < 1. In this case u should be at distance two from the point v — 7. And if v was in

Rjthen v — Tisin R; 1043 and u i in R4 14043. This can be formalized by the formula v, defined
as

Nj <Rj+1mod3_>(_‘N) S(N A (=N) S(next-occ,(C) A next-occa(C A Rj+1mod3))))
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Case v — (n — 1) = t In this case u should be n + 1. This can be formalized by the formula

Y3 = (—N) U(C A N)

Therefore, incr(C) can be defined as

(V) S(N AT (=C)) — ¥

A

((=N) SN A 01 (0)) — 2

A\

((=N) S(N A next-occ;(C))) — ¥3

Now we are ready to express property (6). Let M be a two-counter machine. For every state i of M
we introduce a formula step;. Recall that we have assumed that in every state exactly one instruction
is enabled.

Branching test. Assume that the instruction for a state i € {0,...,k} is:
if ¢ 1s zero then change to state iy else to state i.
Then the corresponding formula is

O(Qi— (unchanged (Cy) A unchanged(C3)) A (Ci— ((—=N) UQj,) A ((=Cj)—(—=N) UQ;))

Increment a counter. Assume that the instruction for a state i € {0,...,k} is:
increment c; and change to state .
Then the corresponding formula is

O(Qi— (incr(Cj) A unchanged(C3—;) A ((=N) UQ;,)

Decrement a counter. Assume that the instruction for a state i € {0, ..., k} is:
decrement c; and change to state .
Then the corresponding formula is

O(Qi— (incr(C;) A unchanged(C3—;) A ((=N) UQ;,)

Finally, assume that 1 is the initial state of a counter machine M. The formula ¢,; which encodes
the computation of M can be defined as

Y15 A (Z—>(Q1 A CLA C)) A [\ step,

1

If k is a state of M then R*°,0 = ¢us A <Oy if and only if M reaches a state k. Since, the reach-
ability problem for two-counter machines is undecidable, we obtain that the satisfiability problem
is undecidable for any temporal logic which contains the modalities U, S, $1(X) and < (X).
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4. Further results

Our proof can be easily modified to show the following Corollary:

Corollary 3. Let TL be a temporal logic which contains modalities U and S. Assume that c¢,b € R>°
are such that c/b is irrational and that at least one of the modalities from the set {<., gc} and one of
the modalities from the set {<p, <51,} is expressible in TL. Then the satisfiability problem for TL over
the reals is undecidable.

Our choice of modalities <5 corresponds to an open interval (0,5). One can consider modalities
0,01

<0.51X holds at a point u if there is v such that v € X and v € (u,u + b].

Our proof can be adopted to show that if b/c is irrational, then the temporal logic with modalities
{U, S,<0.451, <.} and the temporal logic with modalities { U, S, <5, <} are undecidable.
Another extension deals with temporal logics over the rationals ©>°. Note that there are proper-
ties definable by first-order monadic logic which are undefinable in the temporal logic with modali-
ties Uand S. Staviintroduced two modalities Ug, . and Sg, . and proved that the temporal logic

with modalities U, S,Ug, .., Sg,,,; has the same expressive power as the first-order monadic logic
over the class of all linear orders, i.e., for every formula ¢(¢g, P, . . . P;) there is an equivalent (over the
class of linear order) formulain TL (U, S,Ug,,,;» Sg;,,; ) [4] In our undecidability proof we do not

use the Stavi modalities. Over the rationals, the modalities <,X and gaX are defined exactly like
over the reals. The formula which was used extensively in our proof expresses the property “there
is a next occurrence of X after the current point at distance exactly §” is false for all irrational 4.

Theorem 4. For every irrational t, the temporal logic with four modalities Until, Since, >1(X) and
& (X) is undecidable over the rationals.

In the rest of this section a proof of Theorem 4 is outlined. Let M be a two-counter machine. The
ith configuration (n;, m;,q;) will be encoded on the interval (i — 1,7] as follows: Q,, will be true at
i and false at other points of this interval; Q; for j # ¢; will be false at all points in the interval;
C1 (respectively, C») will hold on the subinterval (i — {n;t},i) (respectively, (i — {m;t},i), where {a}
denotes the fractional part of a. Note that if 7 is irrational, then for all i € N and 0 < n € N the
number i — {n;} is not rational; however, the interval (i — {n;t}, i) is well defined.

We can write a formula which encodes the computation of M in a way similar to the encoding
in the proof of Theorem 1. For this purpose one has to specify that one configuration follows after
the other according to the table of M. First, we can specify predicates Z, N, Rg, R1, R2, R3 with the
same interpretation as in the proof of Theorem 1. This can be formalized by TL(U, <) formulas.
Next, we can express that for every i € N, in the interval (i — 1,{] each of the (counter) predicates
C1 and C; either holds only at i or at an open interval with a right end point 7.

Then one can construct formulas unchanged, decr and incr such that for C € {C}, C>} under the
interpretation which satisfy the above requirement

(1) @, i = unchanged(C) if the value of the counter (coded by) C is the same in the intervals
(i—1,i]and (i,i +1].
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(2) @, i = incr(C) if the value of the counter (coded by) C in (i — 1,i] plus one is same as its
value in (i,7 + 1].

(3) @, i |= decr(C) if the value of the counter (coded by) C in (i — 1,i] minus one is same as its
value in (Z,7 + 1].

For example, unchanged(C) can be defined as (o where « is

(N A Q)= ((=C) UN A O))

A
Ay
(N A=C A Rj)—><[((_‘c)—><>l(Rj+lmod3 A=0)) A ((C—>O1R)1moas A O) ] SN))

We leave to the reader to write down formulas incr and decr. Finally, a formula which is satisfiable
in @>° at 0 iff state k of M is reachable from state 1, can be constructed from the above formulas
exactly like in the proof of Theorem 1.

Acknowledgments

I thank referees for their helpful comments and for bringing to my attention the papers [13,11].

References

[1] R. Alur, T. Feder, T.A. Henzinger, The benefits of relaxing punctuality, J. ACM 43 (1996) 116-146.
[2] R. Alur, T.A. Henzinger, Logics and models of real time: a survey, in: de Bakker, et al. (Eds.), Real Time: Theory and
Practice, Lecture Notes in Computer Science 600, 1992, pp. 74-106.
[3] H. Barringer, R. Kuiper, A. Pnueli, A really abstract concurrent model and its temporal logic, in: Proceedings of the
13th Annual Symposium on Principles of Programing Languages, 1986, pp. 173-183.
[4] D.M. Gabbay, I. Hodkinson, M. Reynolds, Temporal Logics, Clarendon Press, Oxford, 1994.
[5] T.A. Henzinger, It’s about time: real-time logics reviewed, in: Concur 98, Lecture Notes in Computer Science 1466,
1998.
[6] Y. Hirshfeld, A. Rabinovich, Quantitative Temporal Logic, in: Computer Science Logic 1999, Lecture Notes in
Computer Science 1683, vol. 1, Springer-Verlag, Berlin, 1999, pp. 172-187.
[7]1 Y. Hirshfeld, A. Rabinovich, Logics for real time: decidability and complexity, Fundam. Inform. 62 (1) (2004) 1-28.
[8] Y. Hirshfeld, A. Rabinovich, Timer formulas and decidable metric temporal logic, Inform. Comput. 198 (2) (2005)
148-178.
[9] H. Kamp, Tense Logic and the Theory of Linear Order. Ph.D. thesis, University of California, LA, 1968.
[10] Z. Manna, A. Pnueli, Models for reactivity, Acta informat. 30 (1993) 609-678.
[11] J.S. Miller, Decidability and complexity results for timed automata and semi-linear hybrid automata, in: Hybrid
Systems: Computations and Control 2000, Lecture Notes in Computer Science 1790, pp. 296-310.
[12] R. Koymans, Specifying real-time properties with metric temporal logic, Real-Time Syst. 2 (4) (1990) 255-299.
[13] A. Puri, An undecidable problem for timed automata, Discrete Events Dynamic Systems: Theory and Applications
9 (1999) 135-146.
[14] T. Wilke, Specifying Time State Sequences in Powerful Decidable Logics and Time Automata. In Formal Techniques
in Real Time and Fault Tolerance Systems, Lecture Notes in Computer Science 863 (1994) 694-715.



