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Abstract

Let $C$ be a code of length $n$ over an alphabet of $q$ letters. An $n$-word $y$ is called a descendant of a set of $t$ codewords $x_1^t$, $x_2^t$ if $y_i \in \{x_1^i, \ldots, x_t^i\}$ for all $i = 1, \ldots, n$. A code is said to have the $t$-identifying parent property if for any $n$-word that is a descendant of at most $t$ parents it is possible to identify at least one of them. We study a generalization of hashing, $(t, u)$-hashing, which ensures identification, and provide tight estimates of the rates.
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1 Introduction

Let $Q$ be an alphabet of size $q$, and let us call any subset $C$ of $Q^n$ an $(n, M)$-code when $|C| = M$. Elements $x = (x_1, \ldots, x_n)$ of $C$ will be called codewords.

Let $C$ be an $(n, M)$-code. Suppose $X \subseteq C$. For any coordinate $i$ define the projection $P_i(X) = \bigcup_{x \in X} \{x_i\}$.

Define the envelope $e(X)$ of $X$ by:

$$e(X) = \{x \in Q^n : \forall i, x_i \in P_i(X)\}.$$

Elements of the envelope $e(X)$ will be called descendants of $X$. Observe that $X \subseteq e(X)$ for all $X$, and $e(X) = X$ if $|X| = 1$.

Given a word $s \in Q^n$ (a son) which is a descendant of $X$ we would like to identify without ambiguity at least one member of $X$ (a parent). From [1], we have the following definition, a generalization of the case $t = 2$ from [5].

**Definition 1** For any $s \in Q^n$ let $H_t(s)$ be the set of subsets $X \subseteq C$ of size at most $t$ such that $s \in e(X)$. We shall say that $C$ has the identifiable parent property of order $t$ (or is a $t$-identifying code, or is $t$ i.p.p. for short) if for any $s \in Q^n$, either $H_t(s) = \emptyset$ or

$$\bigcap_{X \in H_t(s)} X \neq \emptyset.$$
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It is convenient to view $\mathcal{H}^t(s)$ as the set of edges of a hypergraph. Its vertices are codewords of $C$.

The concept of $t$-identification originates with the work of Chor, Fiat and Naor on broadcast encryption [4]. It is also related to the problem of fingerprinting numerical data [3].

It is not difficult to prove that if the minimum Hamming distance of $C$ is big enough, then $C$ must be $t$-identifying; we have [4]:

**Proposition 1** If $C$ has minimum Hamming distance $d$ satisfying
\[
d > (1 - 1/t^2)n,
\]
then $C$ is a $t$-identifying code.

As usual, let $R = R(C) = \log_q M/n$ denote the rate of the $(n, M)$-code $C$. Let $R_q(t) = \lim\inf_{n\to\infty} \max R(C_n)$, where the maximum is computed over all $t$-identifying codes $C_n$ of length $n$.

In [1], the following is proved:

**Theorem 1** $R_q(t) > 0$ if and only if $t \leq q - 1$.

Recall that a subset $C$ of $Q^n$ is said to be $t$-hashing (or $t$-separating, see, e.g. [6]) if any $t$ of its members have $t$ distinct entries in some common coordinate $i \in \{1, \ldots, n\}$.

In the next section, we recall an extension of hashing and a few results from [1].

2 Partially hashing families

**Definition 2** A subset $C \subset Q^n$ is $(t, u)$ partially hashing if for any two subsets $T, U$ of $C$ such that $T \subset U \subset C$, $|T| = t$, $|U| = u$, there is some coordinate $i \in \{1, \ldots, n\}$ such that for any $x \in T$ and any $y \in U, y \neq x$, we have $x_i \neq y_i$.

The concept of $(t, u)$-hashing is easily seen to generalize the well known notion of hashing. Indeed, when $u = t + 1$, a $(t, u)$-partially hashing family is $(t + 1)$-hashing.

Barg et al. proved in [1] that the property of $(t, u)$ partial hashing can be used to ensure the $t$-IPP property, and obtained a lower bound of the rate of $(t, u)$-hashing families. Their results are summarized below.

**Lemma 1** Let $u \geq t + 1$ and $\varepsilon > 0$: infinite sequences of $(t, u)$ partially hashing codes exist for all rates $R$ such that
\[
R + \varepsilon \leq \frac{1}{u - 1} \log_q \frac{(q - t)!q^u}{(q - t)!q^u - q!(q - t)^{u-t}}.
\]

**Lemma 2** Let $u = \lfloor (t/2 + 1)^2 \rfloor$. If $C$ is $(t, u)$ partially hashing then $C$ is a $t$-identifying code.

**Theorem 2** Let $u = \lfloor (t/2 + 1)^2 \rfloor$. We have
\[
R_q(t) \geq \frac{1}{u - 1} \log_q \frac{(q - t)!q^u}{(q - t)!q^u - q!(q - t)^{u-t}}.
\]

Our main result here is an improvement of the bounds in Lemma 1 and in Theorem 2. We can also obtain an explicit construction of high rate partially hashing families, based on some known constructions of hashing families. This will appear in the full version of the paper.
3 New bounds for \((t,u)\)-hashing

In this section we present new bounds on the rate of \((t,u)\) partially hashing families and indicate how they can be proved. For simplicity we consider here only the case of the smallest possible alphabet \(q = t + 1\). We denote \(Q = \{0, \ldots , t\} \).

Two families \(A \subseteq B \subseteq Q^n\) are called \textit{separated} if there exists a coordinate \(i\), \(1 \leq i \leq n\), so that for every \(a \in A\) and every \(b \in B - a\) one has \(a_i \neq b_i\). Then such a coordinate \(i\) is called \textit{separating}.

**Theorem 3** Let \(u \geq t + 1\), \(q = t + 1\) and \(\varepsilon > 0\). Infinite sequences of \((t,u)\) partially hashing codes exist for all rates \(R\) such that

\[
R + \varepsilon \leq \frac{t!(u - t)^{u-t}}{u^u(u-1)\ln(t+1)}.
\]

**Proof.** (Outline) We will apply the probabilistic method with expurgation to \((t,u)\)-hashing codes. Choose \(2m\) vectors in \(Q^n\) independently with repetitions, where each vector \(c\) is generated according to the following distribution: for each coordinate \(1 \leq i \leq n\), \(Pr[c_i = 0] = (u - t)/t\), and \(Pr[c_i = j] = 1/u\) for \(j = 1, \ldots , t\). The value of \(m\) will be chosen later. Denote the obtained random family by \(C_0\). Now estimate the expected number of non-separated pairs \(T \subseteq U \subseteq C_0\), where \(|T| = t\), \(|U| = u\). The probability that a coordinate \(i\) separates \(T = \{a^1, \ldots , a^t\}\) and \(U = T \cup \{b^1, \ldots , b^{u-t}\}\) is at least as large as the probability that all \(a_i^k\) are different and are different from 0, and \(b_l^k = 0\), \(l = 1, \ldots , u - t\). The latter probability is exactly \(t! \left(\frac{1}{u}\right)^t \left(\frac{u-t}{u}\right)^{u-t} = \frac{t!(u-t)^{u-t}}{u^u}\). As all coordinates behave independently we get

\[
Pr[T, U \text{ are not separated}] \leq \left(1 - \frac{t!(u-t)^{u-t}}{u^u}\right)^n.
\]

Hence the expected number of non-separated pairs \(A, B\) in \(C_0\) is at most \(\binom{2m}{u}\) \(\binom{n}{t}\) times the above expression. We obtain that if

\[
\left(\binom{2m}{u}\binom{n}{t}\right) \left(1 - \frac{t!(u-t)^{u-t}}{u^u}\right)^n \leq m,
\]

then there exists a code \(C_0 \subseteq Q^n\) of cardinality \(|C_0| = 2m\) with at most \(m\) non-separated pairs \(T \subseteq U \subseteq C_0\), \(|T| = t\), \(|U| = u\). Fix such a code and for each non-separated pair \((T,U)\) delete one vector from \(T\). Denote the resulting code by \(C\). Then \(C\) is \((t,u)\) partially hashing and \(|C| \geq m\). We infer that for every \(m\) satisfying (1), there exists a \((t,u)\)-separating code \(C \subseteq Q^n\) of cardinality \(m\). Solving (1) for \(m\) gives the desired bound. \(\Box\)

**Corollary 1** Let \(u = \lfloor (t/2 + 1)^2 \rfloor\). Then

\[
R_{t+1}(t) \geq \frac{t!(u-t)^{u-t}}{u^u(u-1)\ln(t+1)}.
\]

**Theorem 4** Let \(C \subseteq \{0, \ldots , t\}^n\) be a \((t,u)\) partially hashing code. Then

\[
\frac{1}{n} \log_{t+1} |C| \leq \frac{\ln 3(t+1)!}{2\ln(t+1)(u-2)^{u-2}} + o(1).
\]
Proof. (Outline) The argument here borrows some ideas from the proof of Nilli [7] for the upper bound for hashing. We first prove the following claim.

Claim 1 If $C$ contains subsets $T_0 \subset U_0$ of cardinalities $|T_0| = t - 1$, $|U_0| = u - 2$, respectively, such that $(T_0, U_0)$ has at most $\mu$ separating coordinates, then $|C| - u + 2 \leq 3^\mu$.

Claim proof. Fix such $T_0$, $U_0$ and assume to the contrary that $|C| - u + 2 > 3^\mu$. Let $I \subset [n]$ be the set of coordinates separating $T_0$ and $U_0$. Then $|I| \leq \mu$. For each $i \in I$ set $Q_i = \{a_i : a \in T_0\}$. Obviously, $|Q_i| = t - 1$. By the pigeonhole principle it follows that the set $C \setminus U_0$ contains two vectors $c^1, c^2$ so that for every $i \in I$, $c^1_i = c^2_i$ or $c^1_i, c^2_i \in Q_i$. Define $T = T_0 + c^1, U = U_0 + \{c^1, c^2\}$. We claim that the pair $(T, U)$ violates the condition of $(t, u)$-hashing. Indeed, if a coordinate $i$ separates $T$ and $U$ then it already separates $T_0$ and $U_0$ and thus $i \in I$. But then, if $c^1_i = c^2_i$, then $c^1 \in T, c^2 \in U \setminus T$ and therefore $i$ does not separate $T$ and $U$. In the second case $c^1_i \in Q_i$, and hence $c^1 \in T$ and $c^1_i$ coincides with $a_i$ for some $a \in T_0$. The obtained contradiction establishes the result. \(\square\)

Returning to the theorem proof we now show that there exists a pair $(T_0, U_0)$ as in the above claim with few separating coordinates. To this end, we choose $T_0$ and $U_0$ at random (with repetitions) and estimate from above the expected number of coordinates separating $T_0$ and $U_0$. Fix a coordinate $i$ and for all $0 \leq j \leq t$ denote $p_j = \frac{|\{i \in C \mid |c_i \cdot j| = j\}|}{|\{i \in C\}|}$, i.e., $p_j$ is the frequency of symbol $j$ in coordinate $i$. Then

$$Pr[i \text{ separates } T_0 \text{ and } U_0] = \sum_{I \subset Q_i, |I| = t - 1} (t - 1)! \prod_{j \in I} p_j (1 - \sum_{j \in I} p_j)^{u - t - 1}.$$  

By the arithmetic-geometric means inequality, for a fixed $I \subset Q_i$, $|I| = t - 1$,

$$\left(\prod_{j \in I} (u - t - 1)p_j \cdot (1 - \sum_{j \in I} p_j)^{u - t - 1}\right)^{1/(u-2)} \leq \frac{(u - t - 1) \sum_{j \in I} p_j + (u - t - 1)(1 - \sum_{j \in I} p_j)}{u - 2},$$

implying that \(\prod_{j \in I} p_j (1 - \sum_{j \in I} p_j)^{u - t - 1} \leq \frac{(u - t - 1)^{u - t - 1}}{(u - 2)^{u - 2}}\). Hence the probability that $i$ is separating is at most

$$\left(\frac{t + 1}{t - 1}\right) (t - 1)! \frac{(u - t - 1)^{u - t - 1}}{(u - 2)^{u - 2}} = \frac{(t + 1)! (u - t - 1)^{u - t - 1}}{(u - 2)^{u - 2}}.$$  

By linearity of expectation there exists a pair $(T_0, U_0)$ with $T_0 \subset U_0 \subset C$, $|T_0| = t - 1$, $|U_0| = u - 2$, and with at most $\mu = \frac{(t + 1)! (u - t - 1)^{u - t - 1}}{(u - 2)^{u - 2}} n$ separating coordinates. Plugging this estimate into Claim 1 gives the required upper bound on $C$. \(\square\)

It is instructive to compare the lower and the upper bounds for $(t, u)$-hashing families given by Theorems 3 and 4. One can easily see that for large $t$, both bounds on the rate are exponentially small in $t$, while their ratio is $O(1)tu^3/(u - t)$ and thus is only polynomial in case $u$ is polynomial in $t$ (as happens for example when applying $(t, u)$ partial hashing families for constructing codes with the identifying parent property, see Lemma 2). Thus to a certain extent we can claim that the obtained bounds for $(t, u)$-hashing match each other.

Comparing the lower bounds of Lemma 1 and Theorem 3, one can easily show that in case $u$ is quadratic in $t$ the bound of Theorem 3 is exponentially better than that of Lemma 1.
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