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Outline

� Basi de�nitions

� Averaging formulation

� Combining models of di�erent nature

� Assessing the goodness of an expert

� Prediting large ensemble performane from asmall ensemble

� Regularization revisited netarh



General Setup

� Problem: Small training set, large number ofdependent variables

� Best Solution: Detailed modeling of the datawith very few free parameters to estimate

� Seond best: Use a more exible model, esti-mate many parameters

netarh



General Setup

Trade o� between:

� number of free parameters

� data omplexity

� reliability of the estimation

netarh



What are Ensembles and Hybrid arhitetures
netarh



What are Ensembles and Hybrid arhitetures

De�nition:Combining di�erent models where eah is apable ofmodeling the observations separately
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Reasons for Ensembles and Hybrid Methods
netarh



Reasons for Ensembles and Hybrid Methods

� Unertainty about the desired model
netarh



Reasons for Ensembles and Hybrid Methods

� Unertainty about the desired model

{ Unertainty about model parameters

{ Unertainty about model apaity

{ Unertainty about model omplexity

{ Unertainty about model type and arhiteture
netarh



Unertainty about model parameters

� When the optimization solution is unique, uner-tainty results from the hoie of the training set

� When the solution is non-unique, additional un-ertainty results from the initial hoie of modelparameters

netarh



Unertainty about model parameters(ontinued)

Usually addressed by:

� Imposing a prior �(W ) on the distribution of pa-rameters
� Integration over the distribution:Z �(W )W (x)dx:

This may be problemati due to multiple loal minima.netarh



Unertainty about model parameters(ontinued)

A better approah: Integrate (average) over the pre-dition MW of all these modelsZ �(W )MWdW:

Leads to ensemble of experts as an approximation toa model posterior

netarh



Combining models of di�erent nature

Sequential methods of a Hybrid avor

� Additive and Generalized additive models (GAM)

� Projetion pursuit regression

� Mathing pursuit: Choose from a (nonorthogonal)olletion of basis funtions

netarh



Combining models of di�erent nature

Reasons for ombination

� EÆieny di�erene between models, trainingmethodology

� Sequential modeling

� Divide and onquer

� Model interpretation netarh



Atual ombination

Similar to the ombination of models with di�erentparameter values:

� Construt (or empirially estimate) a posterior tothe models �(Mi(W )), where i represents the dif-ferent models

� Integrate over the priorZ �(Mi(W ))Mi(W )

netarh



Pros and ons of ombining models using aposterior distribution

Pros
� Appears to model the data better, �t the moreappropriate models

� Removes naturally very unrelated models

� Smaller ensemble size works �ne

netarh



Pros and ons of ombining models using aposterior distribution

Cons
� Regularization is simpler

� Sensitivity to wrong models is redued

� Training for optimal ensemble performane is sim-pler

netarh



Main aveat for "smart" averaging: Construtuseful Model Assessment

� A "good" model assessment ould be useful formodel averaging.

� When two models have similar preditions shouldwe give them same importane?

netarh



Main aveat for "smart" averaging: Construtuseful Model Assessment

� Simply put, if a 40 hidden unit arhiteture per-forms as well as a 5 hidden unit arhiteture, whihone should we prefer?
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Main aveat for "smart" averaging: Construtuseful Model Assessment

� Simply put, if a 40 hidden unit arhiteture per-forms as well as a 5 hidden unit arhiteture, whihone should we prefer?

Information theory may surprise us here..
netarh



Model Assessment (Hinton & van Camp, 1993)

Basi idea
� The performane of an expert is a funtion of itserror (residual) and a funtion of its omplexity.

� The omplexity of a model is a funtion of thenumber of parameters and the required aurayfor the parameters

netarh



Model Assessment (Hinton & van Camp, 1993)

� To use the same sale, we measure the ode-lengthof the residual and of the model parameters

� The ode-length of a model is obtained using theposterior probability of the parameters

� Model assessment is thus inversely proportional tothe sum of the ode-lengths

netarh



Pros and ons of ombining models using aposterior distribution

Cons
� Regularization is simpler and sensitivity redued

� Variane of the ensemble an be redued

� Training for optimal ensemble performane

� Predit large ensemble performane from a smallset netarh



Variane/Bias Deomposition for Ensembles

�f(x) = 1Q QXi=1 fi(x):E[( �f � E[ �f ℄)2℄ = E[( 1QX fi � E[ 1QX fi℄)2℄= E[( 1QX fi)2℄� (E[ 1QX fi℄)2: (1)The �rst RHS term an we rewritten asE[( 1QX fi)2℄ = 1Q2XE[f2i ℄ + 2Q2Xi<jE[fifj℄;
netarh



Variane/Bias Deomposition for Ensemblesand the seond term gives,(E[ 1QX fi℄)2 = 1Q2X(E[f2i ℄)2+ 2Q2Xi<jE[fi℄E[fj℄:Plugging these equalities into (1) givesE[( �f�E[ �f ℄)2℄ = 1Q2XfE[f2i ℄�(E[fi℄)2g+ 2Q2Xi<jfE[fifj℄�E[fi℄E[fj℄g:

Set  = Var(fi) + (Q� 1)maxi;j(E[fifj℄� E[fi℄E[fj℄):It follows [ab � a2+b22 ) E[fifj℄� E[fi℄E[fj℄ � maxiVar(fi)℄ thatVar( �f) � 1Q �maxi Var(fi): (2)
netarh



Error as a funtion of ensemble size and training time(Horn et al., 98)
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Di�erent ensembles of two preditors as a funtion of training time. Thevariane goes down as 1/Q. netarh



Regularization revisited

� Consider a highly non-natural problem for NN

� Low dimensional (highly nonlinear)

� Study the ability to ontrol model properties Ca-paity, Variane, Bias/Smoothness

� Easy visualization of Generalization Properties
netarh



The Two-Spiral Problem
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� 194 X,Y values. Half produe a 1 output, and half produe 0� Lang and Witbrok (1988) proposed a 2-5-5-5-1 net (138 weights)� Fahlman Lebiere (1990) Casade Correlation arhiteture� Baum and Lang (1991) Net of 2�50�1 ould be onsistent with trainingset, but ould not be found from random initial weights� De�uant (1995) suggested the "Pereptron Membrane": pieewise lineardisriminating surfaes using 29 pereptrons. Non smooth solution netarh



The noisy spirals
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Additional Gaussian noise (SD=0.3)
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Di�erent noise levels

Results of training with di�erent noise levels. � = 0; : : : ;0:8 netarh



Di�erent noise levels and optimal weight deay
netarh



Summary: 40 Net Ensemble

Top left: No onstrains. Top right: Optimal WD, no noise. Bottom left:Optimal noise, no WD. Bottom right: Optimal noise & WD. netarh



Loal GAM� Loal generalized additive model (Hastie Tibshirani, 1986)� Uses a polynomial �t of degree 1 (optimal)� The span parameter determines the degree of loality of the estimation� Ideal model for the problem{ Loal with ontrol on loality{ No ridge onstraints{ Provides a unique model (less variability){ Smoothness ontrolled by loality and degree of the polynomial
netarh



Noisy GAM

No bootstrap sd=0 sd=0.025

sd=0.05 sd=0.1 sd=0.3

Average of 20 GAMs with varying degrees of noisenetarh



Take home from the Spirals

� NN are easy to regularize

{ Weight deay (smoothing)

{ Ensemble average

� Bootstrap with noise is useful for other models'regularization and is not equivalent to smoothing
netarh



Challenge:show similar performane using Staking, Bagging,Boosting, Aring, Randomization, et.

netarh



Problems in Interpretability of NN

� The model is not identi�able sine there is no unique solutionto a �xed ANN arhiteture and learning rule.

� Estimation with gradient desent inreases variability of themodel due to loal minima

� There is no lear Optimal network arhiteture (number ofhidden layers, number of hidden units, reurrent, seond or-der, et.)
� Nonlinear model: all e�ets should only be alulated loally(per input observation)

� How to devise summary statistis for ranking between vari-ables? netarh



Summary

� While most ativity is geared towards same arhi-teture ensembles, Di�erent arhiteture ensembleis promising

� Model assessment was presented for same or dif-ferent arhiteture ensembles

� Variane ontrol is possible with simple averaging

� Large ensemble performane an be predited fromsmall set netarh


