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OverviewOverview

�� Boosting Boosting 
�� Theory [Theory [AdaBoostAdaBoost]]
�� Statistical point of view [additive models, lossStatistical point of view [additive models, loss--

functions, functions, LogitBoostLogitBoost]]
�� Gene Expression ClassificationGene Expression Classification

�� Characteristics & ChallengesCharacteristics & Challenges
�� Applications on DNA dataApplications on DNA data

�� Modifications needed for Modifications needed for LogitBoostLogitBoost
�� StumpsStumps
�� ROC curvesROC curves
�� Results & SimulationsResults & Simulations
�� BagBoostingBagBoosting



ClassificationClassification

�� Notations:Notations:
�� xxii –– an observation (an observation (pp--dimensional dimensional -- RR

pp
))

�� yyii –– class label class label { { --1,1}1,1}
�� nn –– number of training samples  number of training samples  

�� Classification task:Classification task:
�� Build a classifier Build a classifier C : C : RR

pp
--> {> {--1,1}1,1} such that such that 

P[C(xP[C(x) ) �� y]y] is minimalis minimal



BoostingBoosting

�� (Freund & (Freund & SchapireSchapire))
�� ““Weak learnerWeak learner””

�� ff : : RRpp --> {> {--1,1}1,1}
�� A classifier with performance (error on training A classifier with performance (error on training 

data) guaranteed (with high probability) to be better data) guaranteed (with high probability) to be better 
than random.than random.

�� Boosting Boosting 
�� Train a series of weak learners Train a series of weak learners {f{f11,..,.f,..,.fMM}}, and , and 

ensemble them (a ensemble them (a ““committeecommittee”” vote) to boost vote) to boost 
performance.performance.



AdaBoostAdaBoost
�� Adaptive BoostingAdaptive Boosting

�� In each In each AdaBoostAdaBoost iteration iteration m = 1,m = 1,……,M ,M ::
�� The classifier The classifier ffm m is trained on a is trained on a weightedweighted version of the training set version of the training set 

{x{x11,,……,,xxnn} } (weights (weights {w{w11,,……,,wwnn}}))
�� According to the classification results, the training points areAccording to the classification results, the training points are rere--

weightedweighted for the next iteration for the next iteration 
•• Increase the weight for misclassified samplesIncrease the weight for misclassified samples

�� Finally, the combined classifier: Finally, the combined classifier: 
�� a a weightedweighted committee vote of committee vote of {f{f11,..,.f,..,.fMM}}

(weights (weights {{��11,,……, , ��MM}}))

�� By adaptively reBy adaptively re--weighting the training samples, we force weighting the training samples, we force 
classifier classifier ffm m to focus on the samples which were difficult to classify to focus on the samples which were difficult to classify 
in the previous iterations.in the previous iterations.



AdaBoostAdaBoost

�� Choosing components:Choosing components:
�� weak learnerweak learner
�� weights for data weights for data –– {w{w11,,……,,wwnn}}
�� weights for aggregating classifiers weights for aggregating classifiers –– {{��11,,……, , ��MM}}
�� number of boosting iterations number of boosting iterations –– M M 

�� Common choices:Common choices:
�� Weak learner Weak learner –– decision treesdecision trees
�� MM –– fixed (usually 100) or decided by CVfixed (usually 100) or decided by CV



Discrete Discrete AdaBoostAdaBoost AlgorithmAlgorithm

(this notation uses (this notation uses {c{c11,,……, , ccMM}} instead of instead of {{��11,,……, , ��MM}}))

recall that recall that 



Statistical View of BoostingStatistical View of Boosting

�� (work by Friedman, (work by Friedman, HastieHastie, , TibshiraniTibshirani))
�� Show that Show that 

�� AdaBoostAdaBoost fits an fits an additive modeladditive model
�� can be interpreted as stagecan be interpreted as stage--wise estimation of wise estimation of 

an additive an additive logistic regressionlogistic regression modelmodel

�� Introduce Introduce LogitBoostLogitBoost



Additive ModelsAdditive Models

�� Additive regression modelsAdditive regression models
�� A separate function A separate function ffjj(x(xjj)) for each for each 

of the input variables of the input variables xxjj..

�� Extended additive modelsExtended additive models
�� Each function Each function ffmm(x(x)) potentially usespotentially uses

all of the all of the pp input features of input features of xx..
•• ��mm –– parameters setparameters set
•• ��mm –– multipliermultiplier
•• b(xb(x,,��mm) ) –– generally called generally called ““basis functionsbasis functions””

�� E.g., E.g., b(xb(x, , ��) = ) = ��((��TTxx) ) : single hidden layer neural : single hidden layer neural 
networknetwork



Additive ModelsAdditive Models
�� Iterative optimizationIterative optimization

�� Fitting criterion:Fitting criterion:
least squaresleast squares

�� Forward stepwise algorithmForward stepwise algorithm

•• At each step At each step mm, we change the output values , we change the output values yymm, so that the , so that the 
next iteration will only deal with the next iteration will only deal with the ““residualsresiduals”” left from the left from the 
previous iterationprevious iteration

�� Only requires an algorithm for fitting a Only requires an algorithm for fitting a singlesingle weak weak 
learner to data learner to data 

•• can be viewed as boosting can be viewed as boosting f(xf(x) = ) = �� b(xb(x, , ��)), forming a committee , forming a committee 
FFMM(x(x))



Classification ProblemsClassification Problems

�� Using regression for classification:Using regression for classification:
�� Use the class probabilities                      as output valueUse the class probabilities                      as output valuess

�� Problem: regression estimates are not constrained to Problem: regression estimates are not constrained to [0,1][0,1]

�� Solution: Solution: 
Logistic transformation:Logistic transformation:

�� Inverting: Inverting: 

�� Guarantees that for every Guarantees that for every F(X)F(X), , p(xp(x)) [0,1][0,1]�



Loss FunctionsLoss Functions

�� We need to define a loss function We need to define a loss function J(F)J(F) to be to be 
minimized in each iterationminimized in each iteration

�� AdaBoostAdaBoost builds an additive logistic regression builds an additive logistic regression 
model using the model using the exponentialexponential loss function.loss function.

�� The exponential The exponential 
loss function: loss function: 



Loss FunctionsLoss Functions

�� The exponential loss function is similar (2The exponential loss function is similar (2ndnd order order 
equivalence) to the statistically motivated, wellequivalence) to the statistically motivated, well--known:known:

�� Binomial logBinomial log--likelihoodlikelihood
�� (transforms [(transforms [--1,1] to [0,1])1,1] to [0,1])

�� loss function: loss function: 

�� Introduce Introduce LogitBoostLogitBoost –– an additive logistic regression an additive logistic regression 
model using the model using the binomial logbinomial log--likelihoodlikelihood criterion.criterion.



Loss FunctionsLoss Functions



LogitBoostLogitBoost

FittingFitting f(xf(x)) (using(using
Newton updates)Newton updates)��



Gene Expression DataGene Expression Data

�� Tissue classification using geneTissue classification using gene--expression dataexpression data
�� Using DNA Using DNA microarraymicroarray technology and technology and 

computational methods for:computational methods for:
�� distinguishing between different cancer typesdistinguishing between different cancer types
�� identifying normal / diseased tissuesidentifying normal / diseased tissues

�� Correct classification can assistCorrect classification can assist
�� Clinical diagnosisClinical diagnosis
�� Efficient and focused drugEfficient and focused drug--designdesign
�� Better understanding of gene functionalityBetter understanding of gene functionality



DNA DNA MicroarraysMicroarrays

�� Mechanism based on:Mechanism based on:
�� known sequences of genesknown sequences of genes
�� specifically designed DNA chipsspecifically designed DNA chips
�� hybridization experimentshybridization experiments
�� image processing of the resultsimage processing of the results

�� In order to:In order to:
�� measure the expression levels of the genes in measure the expression levels of the genes in 

a given tissuea given tissue



Gene Expression Data Gene Expression Data -- VisualizationVisualization
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�� Several labeled tissues Several labeled tissues 

gene1 gene2 gene3 gene4 gene5 
-0.53 0.30 0.80 1.51 -1.47

...

�� One TissueOne Tissue



The Classification Problem The Classification Problem --
DefinitionDefinition

�� Input: Input: 
�� nn observations (tissues), each has:observations (tissues), each has:

•• pp values (gene expression levels) values (gene expression levels) 
•• a class labela class label

�� Formally:Formally:
•• XXi,ji,j = = nnxxpp matrix of gene expression datamatrix of gene expression data
•• yyii = = class labelclass label (1..K)(1..K) of observationof observation ii

�� Output: Output: 
�� a trained classifiera trained classifier



ChallengesChallenges

�� ““Curse of DimensionalityCurse of Dimensionality””
�� p (# genes) >> n (# samples)p (# genes) >> n (# samples)
�� very highvery high--dimensional data (thousands)dimensional data (thousands)
�� few observations (dozens)few observations (dozens)

�� Noisy data (DNA chips)Noisy data (DNA chips)
�� usually highlyusually highly--correlated correlated 



Applying Boosting on Expression Applying Boosting on Expression 
DataData

�� (work by (work by DettlingDettling, , BBüühlmannhlmann))
�� Modifications needed:Modifications needed:

�� Feature selectionFeature selection
�� LogitBoostLogitBoost with decision trees (stumps)with decision trees (stumps)
�� Dealing with multiDealing with multi--class problemsclass problems

�� ResultsResults
�� ROC curvesROC curves
�� SimulationsSimulations



Feature SelectionFeature Selection

�� Dimensionality reduction is essential Dimensionality reduction is essential 
(p>>n)(p>>n)

�� NonNon--parametric method (Park)parametric method (Park)
�� Equivalent to Equivalent to WilcoxonWilcoxon’’ss testtest

�� Individual scoring for each gene, then Individual scoring for each gene, then 
choosing choosing pp~~ genes with top scoresgenes with top scores

�� pp~~ can be chosen using crosscan be chosen using cross--validationvalidation



Gene ScoringGene Scoring

�� Scoring gene Scoring gene gg

�� For symmetry purposes For symmetry purposes 

�� Choose Choose pp~~ genes with highest genes with highest qq values values 



Gene Scoring Gene Scoring -- ExampleExample

885599q(gq(g))
115599s(gs(g))

110.20.20.70.70.40.4
110.40.40.40.40.10.1
110.40.40.70.70.20.2
000.30.30.80.80.80.8
000.10.10.60.60.70.7
000.10.10.50.50.60.6
y y Gene 3Gene 3Gene 2Gene 2Gene 1Gene 1



LogitBoostLogitBoost with Treeswith Trees

�� Boosting requires choosing a weak learnerBoosting requires choosing a weak learner
�� Decision trees are a common choiceDecision trees are a common choice

�� Regression fitting using decision treesRegression fitting using decision trees

�� In this case, In this case, stumpsstumps are usedare used
�� decision trees withdecision trees with

2 terminal nodes2 terminal nodes

�� Indeed, a weak learnerIndeed, a weak learner……
�� No fineNo fine--tuning, or sophisticated optimization neededtuning, or sophisticated optimization needed

��
�����
� ����

������ �� ���

���� ��
��



MultiMulti--Class ProblemsClass Problems

�� The algorithm deals with binary casesThe algorithm deals with binary cases
�� Enhancing to multiEnhancing to multi--class (class (J>2J>2) problems through ) problems through 

oneone--againstagainst--allall approach:approach:
�� Creating Creating JJ binary problemsbinary problems
�� Each returns an estimate Each returns an estimate 
�� Normalize to get class probabilities:Normalize to get class probabilities:

�� Take the largest probability as the final classificationTake the largest probability as the final classification



ResultsResults

�� Employing the algorithm for 6 published Employing the algorithm for 6 published 
realreal--world world microarraymicroarray data sets.data sets.

�� Produce LeaveProduce Leave--OneOne--Out CrossOut Cross--Validation Validation 
ratesrates

�� Different values of Different values of pp~ ~ (feature selection)(feature selection)
�� Compare with other algorithmsCompare with other algorithms



ResultsResults



Results Results –– cont.cont.



Asymmetric LossesAsymmetric Losses

�� The algorithm uses equal misclassification costsThe algorithm uses equal misclassification costs
�� False positive False positive –– predicting a normal tissue as predicting a normal tissue as 

diseased diseased 
�� False negative False negative –– predicting a diseased tissue as predicting a diseased tissue as 

normalnormal

�� Clinical implications:Clinical implications:
�� False negatives are much more dangerousFalse negatives are much more dangerous
�� Further tests will be performed on false positives and Further tests will be performed on false positives and 

rule them outrule them out



ROC CurvesROC Curves

�� Receiver Operator Characteristic Receiver Operator Characteristic 
•• from WWfrom WW--II (radars distinguishing between ships and Noise)II (radars distinguishing between ships and Noise)

�� Used to evaluate the power of a classifier for Used to evaluate the power of a classifier for 
different asymmetric lossesdifferent asymmetric losses

�� �� [0,1][0,1] –– a threshold for positive classificationsa threshold for positive classifications
�� We plot the fractions of positive and negative We plot the fractions of positive and negative 

samples that are samples that are classified as positiveclassified as positive
�� Each point (Each point (x,yx,y) represent these fractions for a ) represent these fractions for a 

specific specific ��

�



ROC CurvesROC Curves

Colon data, Colon data, pp~ ~ = 2000= 2000
Both boosting algorithms are closer to the ideal ROC curveBoth boosting algorithms are closer to the ideal ROC curve



SimulationsSimulations

�� Benefits:Benefits:
�� Limited amount of real dataLimited amount of real data
�� Allows more accurate comparisons with other Allows more accurate comparisons with other 

classifiersclassifiers

�� Requires a Requires a ““realisticrealistic”” simulation modelsimulation model
�� Multivariate distributionMultivariate distribution
�� Proportion of relevant genesProportion of relevant genes
�� Response model (Response model (f(xf(x) => y) => y))



SimulationsSimulations

�� X ~ NX ~ Npp(0,(0,��) ) (normal distribution)(normal distribution)
�� Take Take �� from a real data set (colon, from a real data set (colon, p=2000p=2000))

�� Response modelResponse model
�� where where p(xp(x)) is is 

determined by:determined by:

�� and                                          is the mean value aand                                          is the mean value across cross 
a random gene set a random gene set CCjj of size ~ of size ~ U([1,10])U([1,10])

�� Coefficients                     Coefficients                     ~ N(0,~ N(0,��)),, �� = 2,1,0.5= 2,1,0.5



Simulations Simulations –– ResultsResults

�� HypothesisHypothesis: : 
LogitBoostLogitBoost
outperforms outperforms 
benchmark benchmark 
methods.methods.



BagBoostingBagBoosting

�� A recent enhancement (A recent enhancement (DettlingDettling))
�� Adding Bagging into the algorithmAdding Bagging into the algorithm
�� More simulation modelsMore simulation models
�� Bias / Variance analysisBias / Variance analysis
�� Adding a Adding a ““model recoverymodel recovery”” capability capability 



BaggingBagging

�� Bagging Bagging –– Bootstrapping and AggregatingBootstrapping and Aggregating
�� In each boosting iterationIn each boosting iteration

instead of using a instead of using a singlesingle base learner,base learner,
aggregate aggregate severalseveral learners generated from learners generated from 
bootstrap samples of the rebootstrap samples of the re--weighted data.weighted data.

�� Motivation:Motivation:
�� Boosting ensemble Boosting ensemble –– reduces biasreduces bias
�� Bagging ensemble Bagging ensemble –– reduces variancereduces variance



BagBoostingBagBoosting

�� Aggregation of the Aggregation of the BB
bootstrapped learners is bootstrapped learners is 
done by averaging the done by averaging the BB
stumpsstumps



ResultsResults

�� Real Data setsReal Data sets
�� 50 random splits to train/test (2/350 random splits to train/test (2/3--1/3)1/3)
�� pp~ ~ = 200= 200





SimulationsSimulations
�� Take Take X~N(X~N(��,,��)) according to real dataaccording to real data

�� Leukemia data set (Leukemia data set (p=3571p=3571))
�� 3 response models:3 response models:

�� Additive (a)Additive (a)

�� Weighted additive (b)Weighted additive (b)

�� Complex interactionComplex interaction
with 25 genes (c) with 25 genes (c) 

�� Set class labels:Set class labels:



Simulations Simulations -- ResultsResults



Bias Bias –– Variance  Variance  

�� IMSE = Integrated IMSE = Integrated 
Mean Squared ErrorMean Squared Error

�� Estimations using Estimations using 
simulations and simulations and 
T=1000T=1000 fixed fixed 
test points:test points:



Model RecoveryModel Recovery

�� Does Does BagBoostingBagBoosting recover the true response recover the true response 
model model –– identifies the affecting genes? identifies the affecting genes? 

�� Note that the Note that the BagBoostedBagBoosted
aggregation of stumps can aggregation of stumps can 
be represented as an be represented as an 
additive combination:additive combination:
�� hhjj((··)) –– aggregated step functionsaggregated step functions
�� 		jj –– ““importance coefficientimportance coefficient””
�� Genes with high Genes with high 		jj values values –– considered considered ““importantimportant””

by the classifierby the classifier



h()h()



Model Recovery Model Recovery –– Results Results 
�� Using simulations with the Using simulations with the 

additive (a) response modeladditive (a) response model
�� The The ““truetrue”” affecting genes are 1,..,10affecting genes are 1,..,10

�� Compare top 10 Compare top 10 ““importantimportant”” genes to true onesgenes to true ones

�� Results:Results:
�� Intersection: Intersection: 

not impressivenot impressive
�� Correlation:Correlation:

quite highquite high
•• This is the case with This is the case with 

highly correlated datahighly correlated data



AbstractAbstract
�� This talk presents boosting methods and their application on DNAThis talk presents boosting methods and their application on DNA

microarraymicroarray classification. We present the theory of boosting from the classification. We present the theory of boosting from the 
computational learning perspective. We then show a statistical pcomputational learning perspective. We then show a statistical point oint 
of view, focusing on the relation to additive models with differof view, focusing on the relation to additive models with different loss ent loss 
functions. functions. 
A brief introduction on DNA A brief introduction on DNA microarraysmicroarrays is given, followed by 2 is given, followed by 2 
modified applications of boosting on gene expression data. We modified applications of boosting on gene expression data. We 
cover the different methods and show realcover the different methods and show real--world and simulation world and simulation 
results.results.
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