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#### Abstract

"We must admit with humility that, while number is purely a product of our minds, space has a reality outside our minds, so that we cannot completely prescribe its properties a priori."

Carl Friedrich Gauss in a letter to Friedrich Bessel (1830)


We propose extending the standard modulus notation to take an interval as the modulus, rather than a divisor. An interval-modulus

$$
x \bmod \mathcal{I}
$$

shifts a real-valued $x$ into the half-open real interval $\mathcal{I}$ by adding a multiple of the length of $\mathcal{I}$. As we will see, such notation would be quite useful in computer science.

Using the "double-dot" notation .. for interval ranges, as suggested by C. A. R. Hoare and L. Ramshaw (see [4, p. 73]), we define,

$$
x \bmod [a \ldots b) \stackrel{\text { def }}{=} \begin{cases}x-(b-a)\left\lfloor\frac{x-a}{b-a}\right\rfloor & \text { if } a \neq b,  \tag{1}\\ x & \text { if } a=b .\end{cases}
$$

This definition is equivalent to saying

$$
x \bmod [a \ldots b) \stackrel{\text { def }}{=} a+(x-a) \bmod (b-a),
$$

where the mod operator on the right is the usual mathematical one, with the convention that $x \bmod 0=x$, so that the definition makes sense even when $a=b$. That is, following [4, p. 82], $x \bmod y=x-y\lfloor x / y\rfloor$ for $y \neq 0$, and $x \bmod 0=x$. We use Definition (1) because we want the usual mathematical $\bmod (w h e n ~ a=0)$ as a special case. Definition (1) works perfectly well when the interval is given backward, that is, $a>b$, yielding a modulus in the right-closed interval $(b \ldots a]$. It follows from Definition (1) that $a \leq x \bmod [a . . b)<b$ if $a<b$, but $b<x \bmod [a . . b) \leq a$ when $a>b$. Definition (11) allows us to define the analogous equivalence relation,

$$
x \equiv y \quad(\bmod \mathcal{I}) \quad \text { if and only if } \quad x \bmod \mathcal{I}=y \bmod \mathcal{I} .
$$

As noted, $x \bmod (b \ldots a]=x \bmod [a \ldots b)$ and the former may be preferable when $b<a$. Thus the year in the century is $y \bmod (0 \ldots 100]$, which gives a value from 1 to 100 . In such a case, where we are working purely with integers, it would be clearer to write the century year as $y \bmod [1 \ldots 100]$, where we define

$$
n \bmod [a \ldots b] \stackrel{\text { def }}{=} n \bmod [a \ldots b+1)
$$
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Figure 1: The triangular wave function $t(x)$ is tersely by modulus intervals in equation (2).
for integers $n, a$, and $b$. Thus, $h \bmod [1 \ldots 12]$, converts an hour $h, 0 \leq h \leq 24$, from 24-hour notation to 12-hour notation.

A different notion of "modulo interval" was suggested in [7] (see also [6]) for using interval arithmetic to analyze repetitive program constructs. It is defined by

$$
[a, b]_{n(\ell)}=\{n k+\ell: a \leq n k+\ell \leq b, k \in \mathbf{Z}\},
$$

where $a \leq b$ are real numbers and $n$ and $\ell$ are integers. This definition yields a set of integer values, all within the given closed real interval $[a \ldots b]$. Our $\ell \bmod [a \ldots b]$, for integers $\ell$, $a$, and $b$, could be expressed as their $[a, b]_{b-a+1(\ell)}$, which gives exactly one integer in $[a \ldots b]$. Although a bit awkward, we could use our interval-modulus to extend the notation of [6, 7] to non-integers by defining

$$
[a, b)_{c(x)} \stackrel{\text { def }}{=}\{x \bmod [a+c k \ldots a+c k+c): k=0 \ldots\lfloor(b-a) / c\rfloor\}
$$

to give the set of all $x+c j$ in $[a \ldots b)$. Then $[a, b]_{n(\ell)}=[a,\lfloor b+1\rfloor)_{n(\ell)}$ for integers $n$ and $\ell$.
Note that the usual mathematical mod function does not behave like the remainder operation in most programming languages, such as $x \% y$ in C (ISO 1999), which is actually $(\operatorname{sign} x)(x \bmod y)$, and is usually defined only for integers (see [1). This disagreement is a source of difficult-to-detect programming errors, especially in writing calendrical functions 3.

Our notation allows us to express many things concisely. For example, to convert an angle $\alpha$, measured in degrees, to a standard longitude (hour angle) in the range [ $-180 \ldots 180$ ], one can use either $\alpha$ mod [ $-180 \ldots$. 180) or $\alpha \bmod [180 \ldots-180)$, the former giving -180 instead of the equivalent 180 of the latter. Such range reduction is critical in obtaining accurate elementary function routines; see [2].

As another example, the piecewise-linear triangle wave function, shown in Figure 11 is defined for an integer $x$ as

$$
t(x)=\left\{\begin{aligned}
0 & \text { if } x \equiv 0 \quad(\bmod 2) \\
1 & \text { if } x \equiv 1 \quad(\bmod 4) \\
-1 & \text { if } x \equiv-1 \quad(\bmod 4)
\end{aligned}\right.
$$

but is awkward to describe for non-integer real values of $x$. It can be neatly specified in general, for all real $x$, as

$$
\begin{equation*}
t(x)=1-|1-x \bmod [-1 \ldots 3)| \tag{2}
\end{equation*}
$$

Applying this idea allows us to convert an angle to the standard range [ $-90 \ldots 90$ ] used for latitude or declination by writing $90-|90-\alpha \bmod [-90 \ldots 270)|$, which is equivalent to $90-|(\alpha+180) \bmod [-180 \ldots 180)|$ or $90-|180-(\alpha+90) \bmod 360|$.

The identity

$$
(-x) \bmod [-a \ldots-b)=-(x \bmod [a \ldots b))
$$

holds as a special case of multiplicative distributivity,

$$
c(x \bmod [a \ldots b))=c x \bmod [c a \ldots c b)
$$

Multiplication distributes properly for $c=0$ because of the zero-modulus convention. Addition also distributes,

$$
c+x \bmod [a \ldots b)=(c+x) \bmod [c+a \ldots c+b)
$$

Various common functions are simply and compactly defined in terms of modulus intervals:

$$
\begin{array}{rlr}
x \bmod y & =x \bmod [0 \ldots y) & \text { ordinary modulus [4, p. 82] } \\
x \operatorname{amod} y & =x \bmod (0 \ldots y] & \text { adjusted modulus (variant) [3, p. 19] } \\
x \operatorname{mumble} y & =-x \bmod [0 \ldots y) & \text { mumble [4, p. 97] } \\
\{x\} & =x \bmod [0 \ldots 1) & \text { fractional part [4, p. 70] } \\
\lfloor x\rfloor & =0 \bmod (x-1 \ldots x] & \text { integer part [5, p. 12] } \\
\lceil x\rceil & =0 \bmod [x \ldots x+1) & \text { ceiling [5, p. 12] } \\
x \bmod ^{*} y & =x \bmod \left[y-\frac{1}{2} \ldots y+\frac{1}{2}\right) & \text { mod-star [2, eqn. (2)] }
\end{array}
$$

There are many versions of rounding (see http://en.wikipedia.org/wiki/Rounding\#Tie-breaking), but the two most common [4, p. 95] are either always to round down to $\lfloor x\rfloor$ or always to round up to $\lceil x\rceil$ when a number $x$ is halfway between two integers:

$$
\begin{aligned}
\operatorname{round}^{-}(x) & =0 \bmod \left[x-\frac{1}{2} \ldots x+\frac{1}{2}\right) \\
\operatorname{round}^{+}(x) & =0 \bmod \left(x-\frac{1}{2} \ldots x+\frac{1}{2}\right]
\end{aligned}
$$

All of the above expressions for the common functions follow easily from Definition (1).
As a final, convincing example of the utility of the modulo interval notation, we give a short, straightforward evaluation of the non-trivial sum

$$
\sum_{0 \leq k<m}\left\lfloor\frac{n k+x}{m}\right\rfloor,
$$

where $m>0$ and $n$ are integers and $x$ is real. This summation is the subject of a lengthy and subtle derivation in [4, pp. 90-94]. Our derivation is straightforward because the modulo interval notation allows us to eliminate the troublesome floor functions in the summation, simplify with distributivity, and then deal only with simple instances of the mod operation.

The key step is to use the definition of the floor function in terms of an interval modulus,

$$
\begin{aligned}
\left.\sum_{0 \leq k<m} \left\lvert\, \frac{n k+x}{m}\right.\right\rfloor & =\sum_{0 \leq k<m} 0 \bmod \left(\frac{n k+x}{m}-1 \ldots \frac{n k+x}{m}\right] \\
& =-\frac{1}{m} \sum_{0 \leq k<m} 0 \bmod (-n k-x+m \ldots-n k-x] \\
& =\frac{1}{m} \sum_{0 \leq k<m}((n k+x)-(n k+x) \bmod (m \ldots 0]) \\
& =\frac{1}{m} \sum_{0 \leq k<m}(n k+x)-\frac{1}{m} \sum_{0 \leq k<m}(n k+x) \bmod m
\end{aligned}
$$

by two applications of distributivity, first multiplicative, then additive, and rewriting the resulting modulus interval $(m \ldots 0]$ as mod $m$. The first summation is easy, so we have

$$
\sum_{0 \leq k<m}\left\lfloor\frac{n k+x}{m}\right\rfloor=x+\frac{n(m-1)}{2}-\frac{1}{m} \sum_{0 \leq k<m}(n k+x) \bmod m
$$

To evaluate the remaining summation, we note that for integers $\ell, m$, and $n, \operatorname{gcd}(m, n)=1$,

$$
\sum_{0 \leq k<m}(n k+\ell) \bmod m=\sum_{0 \leq k<m} k \bmod m=\frac{m(m-1)}{2}
$$

because when $m$ and $n$ are relatively prime, $n i \equiv n j(\bmod m)$ if and only if $i \equiv j(\bmod m)$, and hence the summation is simply over the set $\{0,1, \ldots, m-1\}$, but reordered. Thus,

$$
\begin{aligned}
\sum_{0 \leq k<N m}(n k+x) \bmod m & =\sum_{0 \leq k<N m}(n k+\lfloor x\rfloor+\{x\}) \bmod m \\
& =\sum_{0 \leq k<N m}[(n k+\lfloor x\rfloor) \bmod m+\{x\}] \\
& =N \frac{m(m-1)}{2}+N m\{x\},
\end{aligned}
$$

because $\{x\}$ is less than 1 it can be moved out of the integer-valued mod function, and each time $k$ goes from 0 through $m-1$ modulo $m, n k+\lfloor x\rfloor$ goes through each modulus of $m$.

Finally, when $m$ and $n$ are not relatively prime, that is, $d=\operatorname{gcd}(m, n)>1$, we divide through by $d$ and view the sum as $d$ repeating segments by writing $m^{\prime}=m / d$ and $n^{\prime}=n / d$, so that $\operatorname{gcd}\left(m^{\prime}, n^{\prime}\right)=1$, and $x^{\prime}=x / d:$

$$
\begin{aligned}
\sum_{0 \leq k<m}(n k+x) \bmod m & =d \sum_{0 \leq k<d m^{\prime}}\left(n^{\prime} k+x^{\prime}\right) \bmod m^{\prime} \\
& =\frac{d^{2} m^{\prime}\left(m^{\prime}-1\right)}{2}+d^{2} m^{\prime}\left(x^{\prime} \bmod 1\right) \\
& =\frac{m(m-d)}{2}+m(x \bmod d) .
\end{aligned}
$$

Putting the pieces together, we find that

$$
\begin{aligned}
\sum_{0 \leq k<m}\left\lfloor\frac{n k+x}{m}\right\rfloor & =x+\frac{n(m-1)}{2}-\frac{1}{m} \sum_{0 \leq k<m}(n k+x) \bmod m \\
& =x+\frac{n(m-1)}{2}-\left(\frac{m-d}{2}+x \bmod d\right) \\
& =d\left\lfloor\frac{x}{d}\right\rfloor+\frac{n(m-1)}{2}+\frac{d-m}{2}
\end{aligned}
$$

because $x-(x \bmod d)=d(x / d-(x / d \bmod 1))=d\lfloor x / d\rfloor$.
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