Summary of Recent Research 

Prof. Hanoch Levy

2006 

My research in recent years has focused on issues of Performance Modeling and Analysis in the areas of Computer Communications and Computer Systems and on the subject of Queueing Theory. Only the more significant contributions are outlined below. 
1. Computer Networking 

Within the computer networking area I conducted research in several directions. The three more important ones are described below. 

1.1 Packet Dispersion and Secure Routing
Quite recently, we launched a research direction aiming at understanding the behavior of networks where the traditional network routing paradigm is replaced by a dispersion routing mechanism, that is, each flow is “dispersed” and routed over multiple paths instead of along a single path. 

We analyzed this paradigm for voice over IP applications, focusing on the voice quality as affected by packet loss (Levy and Zlatokrilov (2004)). We conducted a detailed analysis of the network where the losses are bursty and the packets are dispersed over multiple paths.  We show that dispersion significantly improves the quality of VoIP applications. 
A unique model for evaluating how packet dispersion can be used to enhance network security is given in Zlatokrilov and Levy (2005), where centralized algorithms for packet dispersion are proposed.  
A new approach that exploits the distance-vector information readily available in today’s networks and utilizes it to achieve secure routes in a distributive manner in a network (e.g. routes that avoid insecure areas) is provided in Zlatokrilov and Levy (2006). Further research of the properties of packet dispersion and how to properly conduct routing at this approach is carried out these days.  

1.2 Security of Network Performance and DDoS

Distributed denial of service (DDoS)  is becoming a major security threat to today’s network performance. My work in this area addresses the fundamental issues of network performance and operation as expressed in today’s actual networks, aiming at designing / tailoring the network mechanisms as to make them immune against denial of service attacks (malicious behavior).    

In  Bremler-Barr, Halachmi and Levy (2006) we revisit the well known (and heavily used in networks)  Weighted Fair Queueing (WFQ) scheduling algorithm and show that though it is perhaps considered as a “fair” mechanism it is not immune against denial of service attack and thus malicious users can degrade its performance drastically by sending their traffic in certain forms. We propose alternative approached to overcome the problem. 

In Bremler and Levy (2004) we recognize that today’s networks are subject to severe spoofing attacks in which users spoof their sender address, and which are the basis of many DDoS attack. We propose a simple and effective mechanism that is very deployment attractive to be used by network owners as to drastically reduce the effect of packet spoofing.
Our current research deals with studying a number of fundamental network mechanisms, their DDoS vulnerability and how to redesign them to make the network immune to such attacks. 
1.3 Network Pricing and dimensioning 
We study the properties of the recently popular method of network pricing, namely Top-Percentile Pricing. This is perhaps the first study that analyzes this pricing method. J. Levy, H. Levy and Y. Kahana (2005).

We addressed the problem of what is the loss rate at the exit buffers in packet-based networks (Levy, Mendelson, Sidi and Keren-Zvi (1999)). This is important in order to achieve  proper network design and as to reduce packet loss at the network exit buffers that might be the most sensitive ones.

2. Wireless and Cellular Networks 

In this area we conducted research that deals with improving user-tracking techniques. In particular we proposed new protocols where the activity level of the user registration and/or the location queries sent by the base station (to find the customers within its domain) is determined as a function of the load on the control channel; Thus at areas where the base station is not very busy, it can conduct extra tracking effort, and gain extra knowledge (“for free”) about the user location. This extra information can then be used by the network to faster (and cheaper) locate that user. This is expressed in Levy and Naor (1999) and Naor and Levy (1999). We further proposed a new scheme by which base stations transmit a very simple code (a few bits) that helps the users to identify at which base station they are and what distance they traveled. The latter is very crucial for efficient user tracking algorithm This is reported in  Naor, Levy and Zwick (2002).  

Our current research deals with scheduling in cellular networks. Data applications are becoming an important part of cellular networks, and in the new generation networks, in particular under OFDMA,  the dynamic scheduling of packet transmission to users, based on their location and reception level can have drastic effects on network capacity. Our work Rosensweig  and  Levy (2006) deals with this subject focusing on a very critical aspect of these networks, namely, Mass Transit. We propose algorithms and architectures for efficient use of these systems. 
3. Queueing Theory (with applications to Computer Performance and Computer Communications as well as Physical waiting Systems)

3.1 Job Fairness in Queues and Computer Systems

A significant part of my research in recent years has focused on the subject of Queue Fairness. Fairness is a critical issue in queue scheduling and applies to a large variety of applications, such as Computer Systems, Call Centers, Web services, and physical waiting lines in airports, supermarkets, public offices and others. Despite this importance (expressed in various statements in the Queueing Theory literature), the subject of quantifying queue fairness has almost not been studied and measures for evaluating how fair are common scheduling policies and queueing systems (e.g. the multi-queue versus the single queue or LCFS versus FCFS) did not exist until now. Thus, even the simple scheduling fairness dilemma, rising in daily life, where a short job arrives to the queue after a long one, has no quantitative/analytic answer. 

Our work in this area forms, perhaps, a pioneering effort in attempting to address this issue. Our research has been dealing with proposing measure(s) for quantifying queue fairness and using the measure to quantify common scheduling policies and queue structures. 

Our early work (Avi-Itzhak and Levy (2004)) has devised a measure based on order of service and thus fits well in situations where the order of service is of utmost importance and the waiting time is of negligible importance (e.g. waiting line for scarce tickets). 

In our more recent body of work, we devised a measure termed Resource Allocation Queueing Fairness Measure (RAQFM). This measure fits when the service is guaranteed and the performance issue is that of waiting. It possesses the following properties: 

1. It captures the inter-relation between customers. Specifically it captures the tradeoff between seniority and service-requirement, which is a key for dealing with fairness of queue waiting (this crucial trade-off is depicted by the fairness dilemma faced when comparing a senior and long job to a junior and short job).

2. Yields to analysis. Despite the fact that it needs to capture a complicated physical property (the relative performance of concurrent customers) -  it can be analyzed by traditional Queueing Theory machinery. This has been demonstrated in our works, so far, for a wide set of Markovian systems, as well as for one M/G system. Fairness value can be computed both to a specific scenario (sample path) as well as for a whole system (steady state analysis). 

3.  Intuitive values: Intuitive values are important to make the measure appeal not only to analysts but also to system designers and users. The system unfairness is analyzed in Raz, Levy and Avi-Itzhak (2004) for the M/M/1 queueing system under a variety of scheduling disciplines, and the results are intuitive: 
a. Processor Sharing (PS) is the most fair policy (unfairness value of 0).

b. Among the non-preemptive policies examined, First-Come-First-Served (FCFS) is more fair than Random-Order-of-Service (ROS) which is more fair than Last-Come-First-Served (LCFS). That is – if service times are not significantly different from each other, seniority dictates fairness.

4. Deterministic service times: Under general arrivals FCFS has the highest fairness value and LCFS the lowest.

5. Equal arrival times: Under general service times, Shortest Job First (SJF) has the highest fairness value and LJF the lowest.

6. Monotonicity of Discrimination: In a G/G/m system the discrimination of a customer is monotonically non-decreasing in its service time (the larger the job the less it is negatively-discriminated).
The research on this avenue has yielded, so far, the following results:

1. Introduction of RAQFM and analysis of the fairness of the M/M/1 system, measured by RAQFM (Raz, Levy and Avi-Itzhak (2004)). Analysis carried for common service policies: FCFS, Preemptive-LCFS, Non-Preemptive-LCFS, ROS, PS. Analysis yields the system unfairness and the conditional discrimination (conditioned on number seen upon arrival) under steady state. Also, a study of the basic properties of RAQFM and its bounds (Avi-Itzhak, Levy and Raz (2005)).

2. An evaluation of several approaches for measuring fairness (Avi-Itzhak, Levy and Raz (2004)). An examination of  the underlying principles on which queue fairness is based and review of the recently proposed measures in the context of these principles and of common applications.

3.  A study of the fairness of priority and classes mechanisms (Raz, Avi-Itzhak and Levy (2004)). The use of these mechanisms in practical queueing systems is often justified by the “cause of fairness”. This work analyses these mechanisms and reveals under which conditions these mechanisms indeed increase fairness. We show that under general setting, a scheduling policy that disregards service times, implicitly discriminates (negatively) short jobs.  We conduct a comprehensive fairness analysis of a Markovian model with multiple classes where we analyze the system under FCFS and under priority scheduling and compare them to each other. 

4. A study of the effect of service time variability on fairness (Brosh, Levy and Avi-Itzhak (2004)). Showing that using a Markovian model and mapping of a general distribution into Coxian distribution can be used to approximately analyze the fairness of and M/G/1 system.  Exact analysis of fairness in M/G/1 with Preemptive-LCFS.

5. A study of  the fairness of multi-queue/multi-server systems (Raz, Avi-Itzhak and  Levy (2004b)). Several “celebrated” questions of queue operation were based (at least partially) on the “cause” of fairness. For example, is single queue more fair than multi-queue? Or, which queue a customer should join in a multi-queue system (to provide fairness). This work is perhaps the first attempt to provide a quantitative answer to the fairness aspect of these questions. 

6. A “surprising result” showing that using the sojourn time variance, as a queueing fairness measure, can be wrong if done in the standard approach. Doing it right might be hard. D. Raz, B. Avi-Itzhak and H. Levy (2005).    

An ongoing research is now carried out to further generalize RAQFM and apply it to even larger set of queueing systems. 


3.2 Polling systems

In this area we studied polling systems in heavy load. We analyzed a large class of polling systems, under these conditions. The analysis yields closed form expressions expressing for the expected delay in these systems. These expressions are important for providing a good approximation at high load (where the numerical procedures for evaluating the system can have some numerical/convergence difficulties. Further, due to being simple closed form expressions they provide insight into the system behavior. The work in expressed in Van Der Mei and Levy (1997, 1998). 

4. Computer Performance – Cache performance analysis 

We addressed a set of cache design problems where the major performance issue is the cache-hit rate. We adopted the Stack Reference Model for modeling the behavior of the cache on the data. The strength of that model is that it can account both for the relative frequency of different objects and to the locality of reference. Other stochastic models typically can capture only one of these physical properties. 

We developed a methodology by which the effect of applying several streams of data to a single cache can be evaluated. This is done by a procedure that mathematically combines the stack depth distributions of the various streams to yield an approximation of the stack depth distribution of the combined stream. 

We applied the technique successfully to Data Base systems, under various conditions (Levy and Morris (1996), Levy, Messinger and Morris (1996) and an earlier work, Levy and Morris (1995)). Later we have been able to utilize the technique in analyzing a cache satellite distribution system (Armon and Levy (2004)). 

5. Earlier research: Polling systems
A significant portion of my activity in earlier years has been on Polling Systems. The more significant contributions, in this area are: 

1. Introducing the Random polling system model and carrying out its analysis, Kleinrock and Levy (1988).  This model became useful in several applications and analyses carried out later in the literature (e.g., see item 3 below). 

2. Introducing and analyzing a very general polling system in which customers can be routed between the queues (like a network of queues), Sidi, Levy and Fuhrmann (1992).  This model strengthens the traditional polling system model.

3. Conducting an efficient (optimal) operation of a periodic polling system (minimizing weighted  sum of mean waiting times) by mapping the system to a random polling system and conducting the optimization in that domain, Boxma, Levy and Weststrate (1991).

4. Introducing and analyzing the Globally Gated service regime, which allows both simplicity of operation and carrying out analysis and optimization, Boxma, Levy and Yechiali (1992).  

5. A (computationally) very efficient approach for deriving the delay moments in polling systems, Konheim, Levy and Srinivasan (1994).

