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Abstract

Peer to Peer networks (Bittorrent like), which originally were developed as an “innocent” mechanism for song sharing, have gone through tremendous success and became a major factor in the internet. In fact, P2P systems are believed to account for the majority (!)  of traffic in the Internet today. 
A P2P network is based on a simple principle: Clients which are interested in a resource (say a file) share their CPU/bandwidth resources and assist each other in downloading the file. That is – the success of the system depends on having each of its clients contributes its resources. 
This workshop aims at understanding whether opportunistic P2P clients can make a gain by being selfish. Our challenge is to construct a client that will download the file it wants as quickly as possible by contributing its resources  (Bandwidth, CPU, pieces of the file it owns) as little as possible. Students will work in teams, each of which aiming at understanding the rules-of-the-game and utilizing them to design their client to best achieve these objectives. 
The positive aspect of such a client is that it can help users in low-quality-internet regions of the world to benefit from P2P. The negative aspect is that it violates fairness, and may lead to deterioration (or full collapse) of the P2P system. 

General Structure of the Workshop:

The workshop will consist of 3 major elements: 1) Understanding the behavior of Bittornaodo and evaluating its performance. 2) Modifying/improving Bittornado (or creating a new original client). 3) Running the new client under simulated environment of Bittorent and evaluating its performance.  

High Level Requirements:

1. Description of the properties of Bittornado and the new/improved client.

2. Demonstrating the performance of the new/improved client. Performance will be evaluated via 3 types of settings on a bittorent lab environment:
a. Running on its own. 
b. Running “against” an unmodified bittornado client.
c. Running against other teams’ clients. 
3. Environment: Will consist of a set of scripts (“scenarios”) – each of which represents a different “world state”. 
4.   Results: results will be reported both in a written report and in an oral presentation to the lecturers. Written report will include: 
a. Plots of the amount of data gathered by the client as a function of time (for each scenario).
b. Description of the algorithms used by the team.  Explanations of why the algorithms are chosen.
5. Schedule (+ general course requirements): The following is an approximate schedule:
a. End of week 6: A report that summarizes: a) the main properties of Bittornado. B) Plots of the running of bittornado as a function of time on 
i. 10% of final grade
ii. Students will be able to this examination by running the lab on two scenarios provided by the team. 
b. End of week 11: Proposal for modifications to bittornado (or a new client) and preliminary results. 
i. 10% of final grade
c. End of week 16: Final report and software. Description of the algorithm/architecture chosen. Description of all results.
i. 80% of final grade.  
6. Performance objectives of the client: The purpose is to create a client that downloads a file as quickly as possible (low delay for its owner) under a constraint of how much it contributes to others. To this end we will examine 3 sets of scenarios: 
a. Very limited upload – upload capacity of your client will be limited to x.
b. Limited upload – upload capacity of your client will be limited to y
c. Generous upload -- upload capacity of your client will be limited to z
