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Abstract

The first part of this thesis (Chapter 1) is dedicated to error correcting codes in Shannon’s noise
model. We show that every binary linear error correcting code that can be reliably transmitted
over some Binary-Memoryless-Symmetric-Channel (BMSC), can be reliably transmitted over any
BMSC with sufficiently small Bhattacharyya parameter. Based on [KKM™'17] we conclude that
every doubly-transitive code with moderate minimum distance can can be reliably transmitted over
any BMSC with sufficiently small Bhattacharyya parameter. An important corollary of our result
is that the Reed-Muller code, a fundamental error correcting code, can recover from a constant
fraction of random noise over every BMSC, which was a long standing open problem'.

The second part is dedicated to space-bounded derandomization. First, we focus on pseduoran-
domness giving an error reduction procedure for pseudorandom generators (PRGs) against space-
bounded computation. Our reduction has optimal dependence on the error parameter. Unfortu-
antely, the procedure does not produce a PRG, but rather a weighted PRG (WPRG). This result
was independently obtained by Pyne, and Vadhan [PV21].

Lastly, we discuss a problem which in some sense captures the problem of space-bounded deran-
domization. Ignoring technicalities, approximating the T-th power of 2% x 29 stochastic matrices
is equivalent to derandomizing algorithms that run in time 7', and use S space. Saks and Zhou
[SZ99] gave an algorithm for this problem that runs in

O((S +1ogT)+/log T

space. We improve upon their algorithm, and achieve space complexity of O(Sy/logT). Our
improvement only applies whenever S <« logT', and in particular only applies to algorithms that
their running time is much larger than the space they use. Such algorithms necessarily do not halt,
and so one has to consider the non-halting model in which the algorithm is allowed not to halt with
vanishing probability, and the running time is defined as the expected running time instead. What
about approximating the iterated product of stochastic matrices

Al,AQ, cee ,An € R¥*w?

The best algorithm that was known for this problem is due to the aforementioned work of Saks and
Zhou. However, in the case w < n nothing better was known. We make progress on this natural
problem devising an algorithm that runs in roughly

O(y/lognlogw)

space. In order to illustrate the difference, consider the case
w = 2«/ 1ogn7

namely we have n matrices of dimension 2V!°8"™. For this setting of parameters, the Saks-Zhou
algorithm yields a space complexity of O(log3/ 2n), and in fact, an O(logS/ 2 n) space algorithm can
be derived easily without the Saks—Zhou algorithm. In contrast, our algorithm achieves nearly-
optimal space complexity of O(logn loglogn).

The first part is based on a joint work with Jan Hazla and Alex Samorodnitsky [HSS21], and
the second part on joint works with Gil Cohen, Dean Doron, Oren Renard, and Amnon Ta-Shma
[CDR*21, CDSTS22].

n a later work [RP21], it was shown that the Reed-Muller code achieve capacity, namely are optimal, over every
BMSC.
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Chapter 1

On Codes Decoding Constant
Fraction of Random Errors

1.1 Introduction

In this work we study binary linear codes over binary memoryless symmetric channels and their
weight distribution.

A binary linear error correcting code is a linear subspace V' C 5. The subspace V' should have
the property that given an erroneous version of v € V one can extract from it some information
on v (v is usually referred to as a codeword). This is possible because while v € F§ is an n-bit
vector, it belongs to a subspace smaller than the entire space, or equivalently because v contains
redundancies. The amount of redundancy in V is captured by the ratio R(V') = dimT(V) which is a
fundamental property of a code called the rate.

In order to make the above concrete one has to formally define the manner in which errors
are induced and what information on v € V should be retrieved. One such simple model was
proposed by Hamming [Ham50] in which corruptions are adversarial and we seek to recover the
entire original codeword. The behaviour in this setting is completely determined by the minimum
distance which is the Hamming distance between the two closest codewords. Other interesting
models include list decoding, deletion channels, locally decodable codes and more. In this work
we shall focus on Shannon’s model in which corruptions are induced randomly and we seek to
recover the original codeword with high probability. Perhaps the simplest types of corruption are
the binary erasure channel (BEC) and the binary symmetric channel (BSC). In the BEC(p), every
bit is independently erased! with fixed probability p € [0, 1] and in the BSC(p) every bit is flipped
with probability p € [0,1/2]. These two channels belong to a larger family of binary memoryless
symmetric channels (BMS channels). Memoryless means that the noise is independent for every
coordinate and symmetric roughly means that the corruption of 1 and 0 is symmetric. For instance,
had we flipped 0 with probability pg and flipped 1 with probability p; for py # p1 then this would
not have been a symmetric channel. Another important example of a BMS channel is the binary
additive Gaussian white noise channel BAWGN(o) where we add a Gaussian noise z ~ N(0, 02)
to every coordinate independently.

In his seminal work [Sha48], Shannon provided an upper bound on the amount of noise a code
can tolerate over any BMS channel. He proved that a code V' C [} can be decoded successfully
over a channel W only if its rate R(V') does not exceed the channel capacity C(W). For instance,

!By erasing a coordinate we mean to replace it with ’?’. Do not confuse it with deletion in which the codeword
length varies.



C(BEC(p)) = 1 — p and so codes with rate larger than 1 — p cannot recover from p fraction of
random erasures. Codes that achieve this bound are called capacity achieving (with respect to a
channel W). One may wonder if such codes even exist and indeed, random codes as well as random
linear codes are capacity achieving. There are also explicit constructions of capacity achieving
codes, most notably polar codes introduced by Arikan [Ar 09] that achieve capacity for any BMS
channel with efficient encoding and decoding.

It is often the case that good error correcting codes come from algebraic structures. Exam-
ples include the Reed—Muller codes and the BCH codes which are among the oldest binary codes
(we shall soon discuss the Reed—Muller codes). Yet, none of these were known to achieve ca-
pacity even for the BEC. This was resolved by Kudekar, Kumar, Mondelli, Pfister, Sagoglu and
Urbanke [KKM™17] who proved that a binary linear code which satisfy some symmetry property
called double-transitivity (see Definition 1.3.8) achieves capacity for the BEC. In particular, the
aforementioned codes satisfy this symmetry property and hence are capacity achieving for the
BEC. Unfortunately, their technique seems less amenable to other channels such as the BSC or the
BAWGN. Our result extends theirs to arbitrary BMS channels, albeit not to the capacity limit, in
the following way.

Theorem 1.1.1 ([[HSS21]). (Informal)] Let V' C F3 be a doubly transitive code with rate R = R(V'),
and minimum distance d(V') = Q(n®). Then, V decodes errors on BSC(p(R, ), BAWGN(o(R, o))
where p(R, ), o(R, ) are some explicit functions depending on «, R.

This can be extended, in an appropriate way, to arbitrary BMS channels.

For details see Section 1.3.2. This is achieved by going through the weight distribution of a code
which is the sequence enumerating how many codewords v € V there are with a given number of
ones. For linear codes, this determines how far apart the codewords are and hence serves as a good
statistic to measure how much noise the code can tolerate. Indeed, sufficiently strong bounds on
the weight distribution of a linear code imply that it can decode errors on a given BMS channel.

Recently, bounds on the weight distribution of codes that achieve capacity for the BEC were
given in [Sam19]. By combining the two approaches of [KKM ™17, Sam19] we derive slightly stronger
bounds on the weight distribution of such codes which in turn implies good performance for general
BMS channels.

In fact, we establish a general method that applies to any linear code that is good enough at re-
covering from random erasures. We give exact definitions later, but in the theorem below Pg(W, V')
is the probability of failure in recovering a codeword using the optimal (so-called maximum a pos-
teriori, or block-MAP) decoder for a code V on a channel W. The Bhattacharyya parameter
Z(W) € [0,1] is a property of a channel, with a lower value of Z(W) intuitively corresponding to
a less noisy channel:

Theorem 1.1.2 ([HSS21]). Let V' be a binary linear code with dimension dim(V') = k, minimum
distance d and block-MAP error probability over BEC(\) less than 1/k. Then, for any BMS channel
w,

Z(W))d ‘

PsOW, V) <2 (2)\ 1

Therefore, a linear code that recovers from random erasures also decodes errors on BMS channels
with small enough Bhattacharayya parameter. As discussed in Remark 1, our assumptions on the
minimum distance and error probability over the BEC are mild. While below we discuss a specific
application to Reed—Muller codes, we note that our result can be applied more generally, e.g., for



BCH codes, LDPC codes or polar codes for the BEC. On the other hand, we stress that we are
only concerned with MAP decoding, and in general there is no reason to expect that it is efficient.

Our result applies to an important family of binary codes — the Reed—Muller codes. Reed—
Muller (RM) codes were introduced by Muller [Mul54] and rediscovered shortly after by Reed
[Ree54]. The RM code RM(m, r) is defined? by all the evaluation vectors of multi-linear polynomials
over Fy with m variables and degree at most . Due to [KKM™17], we know that constant rate RM
codes® achieve capacity for the BEC. What about the BSC? BAWGN? It is considered plausible
that RM codes achieve capacity for those channels as well [ASY20]. However, prior to this work it
was unknown whether a constant rate RM code can correct even a tiny constant fraction of random
errors. In the regime of non-constant rate there are some strong results. For rates approaching
0, Abbe, Shpilka and Wigderson [ASW15] proved that RM(m, ) achieve capacity® for the BSC if
r = o(m) which was later improved to » = m/70 in [SS20]. The latter also provides some results
on the BSC for any r < (1/2 — o(y/logm/m))m. For rates approaching 1 the best result is again
due to [ASW15] who proved that the Reed—Muller code RM(m, r) achieves capacity for the BSC
if r >m — O(y/m/logm). For constant rates, [AHN20] shows that subcodes of constant rate RM
codes where an arbitrarily small constant fraction of basis elements was deleted correct a constant
fraction of random errors.

In contrast, applying Theorem 1.1.2 to the result from [KKM™'17] we obtain an unconditional
result for constant rate RM codes, albeit falling short of the capacity threshold:

Theorem 1.1.3 ([HSS21]). For any 0 < R < 1, a family of RM codes with rates approaching R
decodes errors on any BMS channel with Z(W) < 2% — 1.

In particular, it decodes errors on the channels BSC(p) with p < 1/2 — \/27R(1 —2=F) and
BAWGN(o) with 02 < —m.

There is also a broader consequence of our result. Throughout the literature there are (somewhat
varying) definitions of “asymptotically good” families of codes. In Hamming’s model, a family of
codes is usually considered good if it has both constant rate R = Q(1) and linear minimum distance
d = Q(n). Therefore, being good is a property of the code. On the other hand, in Shannon’s model,
it is sometimes said [Mac99] that a family of codes {V},} is good for a given channel W if it has
constant rate R = (1) and vanishing block-MAP error probability Pg(W, V,,) = 0,(1). Our result
shows that for linear codes with moderate minimum distance the notion of a good code is in fact
independent of the channel. On the one hand, by a degradation argument (see Lemma 1.3.7), a
code which is good for a BMS channel is also good for BEC(\) for some A > 0. On the other hand,
by our results, a family of linear codes which is good for the BEC is also good for all BMS channels
up to a certain Bhattacharyya parameter (and also above a certain capacity, see Remark 2 and
Corollary 1.3.5).

1.2 Preliminaries

In this section we give definitions that are most relevant to our results. Throughout we take log(-)
to denote the binary logarithm and H(-) the Shannon entropy. We also let ho(z) = —zlogz — (1 —
x)log(1l —z) for 0 < x <1 be the binary entropy function.

It is possible to generalize RM codes to arbitrary fields. This is sometimes referred to as generalized RM
codes [DGMWT70].

3Constant rate RM codes means that lim,,—co R(RM(m,r)) € (0,1) where r = r(m) (e.g, 7(m) = m/2).

4One should be careful about what “capacity-achieving” means in the regimes of rates approaching 0 or 1. See
[ASW15] for more details.



1.2.1 Error Correcting Codes
Basic Definitions

Let V C F3 be a binary linear code of block length n. Define the following:

o Rate: R(V) = dn),

n
o Weight: For v € Fy we define wt(v) = |[{j | v; = 1}|.
 Minimum Distance: d(V') = min, ey on} wt(v).

o Weight Distribution: The sequence
(Hv € V | wt(v) = i}|)i, is the weight distribution of V.

o Dual: Let V* = {u € F} | Vv € V,uTv = 0} be the dual code of V which is a linear subspace
of dimension n — dim(V').

o Restriction: Given S C [n] define Vg C F5 as the restriction of V to the coordinates in S.

In the asymptotic setting, we consider families of codes {V,,} where n € N C N comes from an
infinite set of block lengths. We define the rate of the family as R = lim,,_,o R(V;,) (if it exists).
When R = 0 we say that the family {V,,} has vanishing rate, and non-vanishing rate otherwise.
Also, when R € (0,1) we say that the family {V},} has constant rate.

Reed—Muller Codes

Definition 1.2.1. The Reed-Muller code RM(m,r) C F% is a linear code with block length n = 2™
consisting of all evaluations of multilinear polynomials over Fo with m variables and degree at most
r. That is, for every such polynomial f there is a codeword (f(a))acry -

It is known that RM(m, r) has minimum distance 2" and rate R(RM(m, 7)) =27™>._, (T]”)
Moreover, usually r = r(m) is a function of m, and in this case the family {RM(m,r(m))}n, has

non-vanishing rate smaller than 1 if and only if 7(m) = % 4+ O(y/m). Therefore, a family of
Reed-Muller codes with constant rate R € (0,1) (i.e, R # 0,1) has minimum distance n!/?*on(1),

1.2.2 Shannon’s Model
Channels

Abstractly, a binary channel is defined by two conditional probability distributions py|x where
X €{0,1} is binary and Y € ) taken from some alphabet.

Definition 1.2.2 (Binary Erasure Channel). Define the BEC(A) over Y ={0,1,7} by py|x(? | 0) =
pyix(? 1) =X pyix(0]0) =pyx(1]1) =1- A\

Definition 1.2.3 (Binary Symmetric Channel). Define the BSC(p) overY = {0,1} by pyx(1]0) =
pyix(0]1) =p, pyx(0]0) =pyx(1|1) =1-p.

Definition 1.2.4 (Binary Additive White Gaussian Noise Channel). In this case we interpret the
input as X € {—1,41} and take BAWGN(o) over Y =R as

Y|X ~ N(X,0?) .



In this work we focus on the class of binary memoryless symmetric channels:

Definition 1.2.5 (BMS Channel). A BMS channel is a binary channel for which there exists an
involution ™ on Y such that the distribution py|x—o is equal to pr(y)x=1-

We remark that BEC(\), BSC(p), BAWGN(o) are all BMS channels.
When we say that a codeword v € 5 is transmitted over a BMS channel W, we always assume
that the bits are transmitted over n independent instances of W (that is, in a memoryless fashion).

MAP Decoding

Let W be a BMS channel and n € N. Assume we transmit a uniformly random codeword X € V
and denote Y € V" the output of the channel. We define the mazimum a posteriori (MAP) block
decoding by

gMAP (y) = argmax pxy (v | y)
veV

breaking ties in an arbitrary way. For instance, for the BSC one can easily verify that #MAP (y)
is simply the codeword v € V closest to y in the Hamming distance. Similarly, we can define the
bit-MAP decoding
~ MAP/ \ _ ,
2 (y) = argmaxpx, v (i | y)-
z;€{0,1}

The error of block/bit-MAP decoding is the probability that these two decoders are incorrect.

Definition 1.2.6 (Block Error). The block-MAP error probability is defined by Pg(W,V) =
P[zMAP(Y) £ X].

Definition 1.2.7 (Bit Error). For i € [n] define the error of bit i via P,;(W,V) = P[#;MAP(Y) #
X;]. The bit-MAP error probability is defined by P,(W,V) =1.3" B (W, V).

Definition 1.2.8 (Decoding errors). For a family of linear codes {V,}, we say that V,, decodes
errors on a BMS channel W if lim,,_,oc Ps(W,V,,) = 0.

Decomposition of BMS Channels

We present a known characterization of BMS channels which is useful for our presentation. We
stick to a concise treatment very similar to Appendix A in [ACGP21] with a more complete one,
e.g., in Chapter 4 of [RUO0S].

Let X be uniform in {0,1} and consider a BMS channel W : {0,1} — [0,1/2] x {0,1} that
maps a bit X to a pair (P, X’) satisfying two conditions: First, P is independent of X and second,
conditioned on P, X' is distributed according to BSC(P). In other words, for every transmitted bit
the decoder sees its noisy copy together with information that the bit was flipped with probability
P.

It is known that any BMS channel is equivalent to a mixture of BSC channels as described
above. Accordingly, a BMS channel is fully characterized by the distribution of P. For example,
BSC(p) has deterministic P = p and BEC(\) has P = 1/2 with probability A and P = 0 otherwise.
With that characterization in mind, we define the following quantities:

Definition 1.2.9 (Channel properties). Let W be a BMS channel. We let its:
 Capacity to be C(W) =1—Eha(P).
o Bhattacharyya parameter to be Z(W) =2E /P(1 — P).



o (Single bit) error probability to be P.(W) =E P.

Note that P.(W) is the probability of error of the MAP decoder given a transmission of one
uniform bit over W (this is because such decoder decodes a pair (P, X) to X, which was flipped
with probability P < 1/2). We also remark that our definition of capacity for BMS channels is
equivalent to the standard definition from information theory.

EXIT Functions

Extrinsic Information Transfer (EXIT) functions were originally introduced by ten Brink [TB99].
Based on his work, it was later observed that these EXIT functions are intimately related to the
question of achieving capacity. Indeed, they played a key role in the proof that doubly transitive
codes (see Definition 1.3.8) achieve capacity over the BEC under bit-MAP decoding [KKM™"17].

Definition 1.2.10 (EXIT Function). Let V' C F§ be a binary linear code. Define the EXIT
function of V' by

T
h(A) = o ;H(XJ(YL Y, Yig, e, Y)),

where X = (X1,...,X,) is a uniformly random codeword in V and Y = (Y1,...,Y,) is the result
of transmitting X over BEC(\).

We now list several key properties of the EXIT function.
Lemma 1.2.11. Let V C F3 be a binary code. Then,

o Monotonicity: h is increasing and h(0) =0, h(1) = 1.

o Area Theorem: fol h(A)dA = R(V).

e Duality: Denote by h'()\) the EXIT function of V* then

(N =1 —h(1 = \).

o n- fo)\ h(\) = H(X|Y) where X is a random uniform codeword in V and Y is the result of
transmitting X over the BEC(X) channel.

o For every X € (0,1)

A
n / h(A) =X n— E [dim(Vg)]
0 S~
= dim(V) — SIE)\[dim(Vgc)],
where S ~ \ means that i € S with probability \ independently for every i € [n].

For proofs and further information please see chapter 3.14 in [RUO0S].

1.2.3 Boolean Analysis

We introduce basic notions from boolean analysis that we use in our proofs. Let f: {0,1}" — R be
a function from the boolean hypercube to the reals. We will use the Walsh—Fourier decomposition

~ ~

f(@) =2 F(S)xs(x), where xs(x) = [T;cg(—=1)" and f(5) = Ex f(z)xs(z).
Definition 1.2.12. || f]l2 = VE. f(z)2.

Lemma 1.2.13 (Parseval’s Identity). For any f,g : {0,1}" — R we have E, f(x)g(x) = > ¢ f(5)g(S).
In particular, || fll2 =g £(9)2.



Noise Operator

For z € {0,1}" and —1 < p < 1, let y ~ N,(z) be a random element of {0, 1}" with each coordinate
y; being i.i.d equal to x; with probability (1 + p)/2 and flipped with probability (1 — p)/2.

Definition 1.2.14 (Noise Operator). Let f : {0,1}" — R and p € [—1,1]. Define the function
T,f :{0,1}" = R by

T,f(@)= E_ [

Lemma 1.2.15. f;f(S) = plol. f(9).

An Inequality on Noisy Functions

The following inequality is the main technical tool on which our results are based [Sam20]. In order
to state it, we need the notion of the conditional expectation of a function.

Definition 1.2.16. Let f : {0,1}" — R and S C [n] be a subset of coordinates. We define another
function E(ﬂS) (x) = Ey:ysza:s f(y)

We shall only state the theorem for the ¢3 norm as that is all we are going to use (for the general
statement see Theorem 1.1 in [Sam20]).

Theorem 1.2.17 ([Sam20]). Let f : {0,1}" — R>? be a non-negative function, and p € (0,1).
Then,

log||T, < E log||E sy,

OgH pf”2 S~x(p) OgH (f‘ )H2

where \(p) = log(1 + p?) and S ~ X is a random subset S of [n] in which each element is included
independently with probability .

Theorem 1.2.17 can be compared to the classical hypercontractive inequality |7, f|l2 < || f|l14 2,
see also [Sam19] for a more extensive discussion.

1.3 Our Results

Our main contribution is in realizing that one can combine [KKM™*17] with [Sam20] as well as other
techniques from coding theory to obtain a rather general understanding about the performance of
a given binary linear code on various BMS channels.

1.3.1 Coding on BMS Channels

Our main technical result relates the weight distribution of a linear code to its decoding properties
on the BEC:

Theorem 1.3.1 ([HSS21)). Let V' be a linear code, 0 < X\ < 1 and (ao,...,a,) be the weight
distribution of V.. Then,

1og§n:a,» (2 =1 < H(X|Y), (1.1)
=0

Here X andY are random variables such that X is a random uniform codeword in'V andY is the
result of transmitting X over the channel BEC()).



Theorem 1.3.1 is a reformulation of Proposition 1.3 in [Sam19] using a well-known identity. The
proof of Theorem 1.3.1 appears in Section 1.4.1.

Corollary 1.3.2. LetV be a binary linear code with dimension k and weight distribution (ag, . .., an)
then

Zai@)\ _1)i< 9k P3(BEC(V),V)
i=0

ZGZ(Q)\ _ 1)1 S 2n~Pb(BEC(>\),V) .
=0

In particular, if k- Ps(BEC(A), V) < 1 orn- P,(BEC(\),V) < 1, then a; < 2(2* —1)7% for every i.

Proof. Recall that for a linear code on the BEC if the codeword can be uniquely recovered depends
only on the erasure pattern. Therefore, if the block-MAP decoder fails on Y = y, then H(X|Y =
y) > 0. Since H(X|Y =y) <k =dimV in any event, the right-hand side of (1.1) can be bounded
by

H(X|Y) < k- P3(BEC(\), V). (1.2)

On the other hand, by the chain rule there also holds a bound in terms of the bit-error probability

H(X|Y) < iH(Xi‘Y> (1:3)
i=1

- zn: Py i(BEC(A), V) = n- B,(BEC(A), V). =
i=1

The proof of Theorem 1.1.2 is based on the following well-known bound (see, e.g., Lemma 4.67
in [RUO8] and also [GWWO07] for the tighter version):

Theorem 1.3.3 (Bhattacharyya Bound). Let V' be a linear code and (ag,ai...) be its weight
distribution. Then for any BMS channel WV,

n
PsW,V) <> a; - Z(W)'.
i=1
In order to make our argument self-contained, we provide a proof for Theorem 1.3.3 in Sec-

tion 1.4.2.

Proof of Theorem 1.1.2. We use the Bhattacharyya bound, the minimum distance and Corol-
lary 1.3.2 to conclude that

POV, V) <Y aiZW)' =Y aiZ(W)
i=d

=1

('S 1y <a (20 .

i=d

Recall that we say that a family of codes {V},} decodes errors on channel W if its block-MAP
error probability is vanishing, i.e., lim, o Ps(W,V,) = 0.
Applying Theorem 1.1.2 to the BSC(p) and BAWGN(0) yields the following;:



Corollary 1.3.4. Let {V,,} be a family of linear codes with dimensions dim(V,,) = k, — oo that
satisfies Pg(BEC()N), V,,) < 1/ky, for large n. Then:

1. {V,,)} decodes errors on any BMS channel W with Z(W) < 2 — 1.

2. {V,} decodes errors on BSC(p) as long as
p<3— /2211 =21,

3. {Vi.} decodes errors on BAWGN(o) as long as

1

2~ ___ 1
0" < I mEr D)

Proof. The first point is immediate from Theorem 1.1.2, with the additional observation that
kn, — 0o together with
PB(BEC(A)v Vn) < 1/kn

imply that the minimum distance d,, grows to infinity with n and therefore indeed Pg < 2(Z(W)/(2*—
1))% vanishes. The other points now follow substituting known formulas Z(BSC(p)) = 21/p(1 — p)
and Z(BAWGN(0)) = exp(—1/20?) (see, e.g., Examples 4.128-4.130 in [RU0S]). O

A graphical illustration of the functions from Corollary 1.3.4 is provided in Figure 1.1. Theo-
rem 1.1.3 follows by Corollary 1.3.4 and the fact that constant rate RM codes achieve capacity on
the BEC [KKM*17).

Remark 1. We note that the requirement Ps(BEC(X),V,) < 1/k, is not much stronger than
Pg(BEC(A), V,,) = o(1). In particular, by Theorem 5.2 in [TZ00], if the minimum distance of a
linear code satisfies dy, = w(logn), then Pg(BEC(A),V,,) = o(1) implies Pg(BEC(X),V,,) = o(n™¢)
for every N < X\ and ¢ > 0.

Remark 2. Since among BMS channels with fized capacity C(W) the Bhattacharyya coefficient is
mazximized by the BSC (see Problem 4.60 in [RU0S]), a family of linear codes that decodes errors on
BEC() also decodes errors on all BMS channels with capacity C(W) > C(BSC(p)) = 1—h(p) where
p = p(A) is given in Corollary 1.3.4. Similarly, a BMS channel W can be degraded to BSC(FP.(W)),
where P.(W) is the (one-bit) error probability of W. Therefore, a family of linear codes that decodes
errors on BEC(X) also decodes errors on all BMS channels with P.(W) < P.(BSC(p)) = p with
p =p(A) as above.

Finally, we have that a family of linear codes that decodes errors well enough on any BMS
channel W also decodes errors on a range of other BMS channels:

Corollary 1.3.5. Let {V,,} be a family of linear codes with dimensions k, — oo satisfying
PsOW,V,,) < 1/ky, for large n on some BMS channel W. Then, {V,,} decodes errors on any
BMS channel W' satisfying

ZW') < 4P _ 1,

To prove Corollary 1.3.5, we need the notion of channel degradation:

Definition 1.3.6. Let W : {0,1} = Y and W' : {0,1} — Y’ be two BMS channels. We say that
W can be degraded to W' if there exists a channel V : Y — V' such that W' is the composition of
W and V.

We now use the following folklore fact:
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Figure 1.1: An illustration of the results in Corollary 1.3.4. Assume we are given a family of linear
codes that decodes errors on the channel BEC(\) with capacity C(BEC(A)) = 1 — A. Then, by
Corollary 1.3.4 it is also good for the BSC and the BAWGN exceeding certain capacities. These
capacities are plotted here as functions of C(BEC())).

For reference, we also plot the identity function. The difference between identity and the BSC and
the BAWGN curves represents the “loss of capacity” resulting when Corollary 1.3.4 is applied.

As another reference point, the graph labeled “BEC” shows this loss of capacity if our argument is
applied to the BEC channel.

Lemma 1.3.7. If W is a BMS channel, then BEC(2 - P.(W)) can be degraded to WV .

The proof of Lemma 1.3.7 can be found, e.g., as Lemma 4.80 in [RU08]. In short, it follows from
the decomposition of BMS channels into BSC that we described in Section 1.2, an easily checked
fact that BEC(2p) can be degraded to BSC(p), and the fact that a convex combination of BEC
channels is itself a BEC channel.

Proof of Corollary 1.53.5. Let {V,,} be the family of linear codes from the statement and YW a BMS
channel. By Lemma 1.3.7, BEC(2 - P.(W)) can be degraded to W. Clearly, that gives

Ps(BEC(2 - P.(W)),V,)) < PsOWV, V) < 1/ky,

(since a decoder for V;, on BEC(2- P.(W)) can use the channel V from the definition of degradation
to simulate W and invoke the MAP decoder for W). The proof is concluded by an invocation of
Corollary 1.3.4. O

1.3.2 Doubly Transitive Codes

In [KKM™"17] it was proved that any doubly transitive binary linear code (see definition below)
achieves capacity for the BEC by proving that its corresponding EXIT function has a sharp threshold
(i.e., rises quickly from nearly 0 to nearly 1). Recall that h()\) is a monotone function increasing
from 0 to 1 (see Lemma 1.2.11). Thus, if A(\) has a sharp threshold then this transition has to
occur around A = 1 — R(C) by area considerations. In fact, h(A) has a sharp threshold if and only
if V achieves capacity for the BEC. In order to prove that h(\) has a sharp threshold they use tools
from boolean analysis which we shall soon cover.
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Definition 1.3.8. The permutation group of a binary linear code V' C 3 is the group of all
permutations that the code is invariant under. Namely,

G={reS,|YweV, n(v) e V}.

We say that V is doubly transitive if G is, i.e for all i,j,k distinct there exists m € G such that
7(i) = i, 7(j) = k.

Throughout this section, V' C F% is a doubly transitive code and h(p) denotes its EXIT function.
The main technical tool in proving that h(p) has a sharp threshold is the following general theorem
on monotone sets which are sufficiently symmetric.

Definition 1.3.9. Let Q C {0,1}" then:
o We say Q is monotone if x € Q and x <y (i.e, Vi, z; < y;) implies y € .
o We denote ju,(2) =" cq pltizi=13(1 — p)Haz=0}

Theorem 1.3.10 ([FK96] (Informal)). Let Q@ C {0,1}" be a monotone set which is sufficiently

symmetric. Then

®gm>@@—%u»mmwwmm—%m»
1-2p 5

h ==L "
where ¢(p) p(l—p)ln(l%p)

Remark 3. In [FFK96] the above was proved with a different constant. The bound above with c(p)
was obtained in [Ros05].

In the terminology of boolean analysis, the EXIT function of doubly transitive code h(p) is the
pp-measure of some monotone set Q C {0,1}", and the sufficiently symmetric requirement in the
above theorem is fulfilled since V' is doubly transitive. Thus, by applying Theorem 1.3.10 we obtain

I (p) = e(p) - In(n) - h(p)(1 = h(p)). (1.4)
The following implications of Theorem 1.3.10 appeared in [KKM™17].

Lemma 1.3.11. Let h(\) be the EXIT function of a doubly transitive linear code V- C F3, and
pe = h™1(1/2) then
h(p. — €) < n~kPe)e, (1.5)

c(p) —on(l) p<1/2

where k(p) = {0(1/2) —on(l) p=1/2

Proof. The constant ¢(p) in Equation (1.4) is decreasing on the interval (0,1/2) and attains its
global minimum on [0, 1] at p = 1/2. Thus, by Equation (1.4) we get

Vp < h7H(1/2), 1 (p) = k(p) In(n) - h(p)(1 — h(p)).

It is known that for any monotone function h : [0,1] — [0, 1] increasing from 0 to 1 the above
inequality implies that h(h=1(1/2) — €) < exp(—k(p)In(n)e) (for more details see Lemma 34 in
[KKM*17)). O

®At p = 1/2 the function ¢(p) has a removable discontinuity and so we define ¢(1/2) = lim, 1/ ¢(p) = 2.

11



As a consequence of Lemma 1.3.11 and of the second bullet in Lemma 1.2.11 one gets the
following (Proposition 11 in [KKM™17]).

Lemma 1.3.12. Let h, ()\) be the EXIT function of a family of doubly transitive linear codes {V,,}
of rate R then lim, o, h,;*(1/2) =1 — R.

For more details see section IIT in [KKM™17].
Now we present another approach for bounding h(p).

Lemma 1.3.13. Let h(\) be the EXIT function of a doubly transitive linear code V- C Fy. Then
for every p € [0,1] and t > 1 we have h(A\') < h())*.

Proof. For a doubly transitive code we have h(p) = p,(Q2) for some monotone set 2 C {0,1}". By
Lemma 2.7 in [EKL19], for a monotone set € and ¢ > 1 it holds that s, (22) < ()" O

Theorem 1.3.14 ([[HSS21]). | Let {V,,} be a family of doubly transitive binary linear codes of
rate R € (0,1), and W be a BMS channel. Denote by o = liminf, loﬁ;(flg(xn). Then, V' can decode
errors on W if Z(W) < 22E2) 1 where

(1= R) - 1 if (R, 0) >0

l1—a
1-R)/e FI—R) (1—F) ) :
(W) otherwise.

AR, ) =

where (R, a) = (1 - R)+ 3 e (1 R7e) k(ll__oj%) and W_1(z) is the inverse of the function y = xe®

at the interval x € (—1/e,0) for y < —1 (a.k.a the negative branch of the Lambert function).

Remark 4. [t is not clear why the two cases of A\(R, ) coincide at (R, a) = 0, but one can verify
this easily using simple identities of the Lambert function.

For instance, plugging o = 0.5 and R = 0.8 into Theorem 1.3.14 we get A\(R, «) =~ 0.0331. This
implies that any family {V,,} of doubly transitive codes with rate R = 0.8 and minimum distance
d(V,) = Q(y/n) can decode errors from BEC(0.023) under block-MAP decoding.

Proof. Let us denote (ag, a1, ..., an) the weight distribution of V;,, d = d(V,,), and A = A(R,«). B
Theorem 1.3.3 we have

) < Zn:a,--z()/v)’
_Z (yt‘?)i.(%_w
< (fx(ivi)d'éar(?—l)?

Z(W)

The last inequality follows because by assumption 53— < 1. Using Theorem 1.3.1 we have

Zal i QHOXIY),
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where X and Y are random variables such that X is a random uniform codeword in V and Y is
the result of transmitting X over the channel BEC(A). Then by Lemma 1.2.11 we get

7 d
Pa(W, Vy) < (M) -2k, (1.6)
Note that ;(1:\/1) is some positive constant smaller than 1 by assumption. We conclude that it

suffices to show that n - h(\) = o(d(V},)). Moreover, in our notation d(V;) = Q(n®*»(1) and so
a bound of n - h(\) = O(n®) with constant 3 < « suffices. This means that we want A so that
h(A\) < n~? with 8 > 1 — a. It remains to verify that our choice of A = A(R, «) satisfies this.

We have two ways in which we can bound h(A): The additive bound of Lemma 1.3.11, and the
multiplicative bound of Lemma 1.3.13. It is easy to see that the additive bound is stronger for
values close to the critical value p. = h~!(1/2), and on the other hand the multiplicative bound
is better for values that are further away from p.. Moreover, the additive bound is limited to
€ < p.. Applying first the additive bound with parameter € and then the multiplicative bound with
parameter t > 1 we get

h((pe = ©)") < h(pe — €)' < n~ ke,

We are going to choose A of the form A\ = (p.—e¢)! for some valid choice of €, ¢ so that t-e-k(p.) > 1—a.
Under this constraint, we want A to be as large as possible. We are now going to cheat slightly.
Instead of solving the optimization problem for A under the constraint t - € - k(p.) > 1 — o we will
solve it for ¢ - € - k(p.) = 1 — a. This suffices to prove the theorem, e.g by repeating the argument
with A such that Z(W) < N < A(R, «) and applying Lemma 1.3.13. The optimal value of A under
this constraint will be shown to be A(R, &) — 0,(1).

The above yields the following optimization problem.

max {(p.— €)'}, thk(pe)e= (1 — ). (1.7)

t>1,e<pc

The solution to this optimization problem is given by

~ e 1=a P
Doy = Pe = %) ) k(D) < Pe+ ey
opt — ;&
pci/e k(pe)-pe .
<_W71(—pc/e)> otherwise.

See Section 1.4.4 for proof. Recall that by Lemma 1.3.12 we have p. = 1 — R — 0,(1) and hence
Popt = AR, ) — 0, (1) as claimed. O

Remark 5. It is was shown in [KKM' 17] that any family of binary linear doubly transitive codes
{Vi} such that liminf, logdV) _ 1 gehieves capacity for the BEC under block-MAP decoding

logn

(Theorem 21 in [KKM" 17]). Combining this with Theorem 1.1.2 implies Theorem 1.3.1/ for the
special case o = 1.

Discussion on Reed—Muller Codes

It is interesting to see that Theorem 1.3.14 is inferior to Theorem 1.1.3 in the case of Reed-
Muller codes. In fact, recall that Reed—Muller codes of constant rate have minimum distance of
roughly n!/2, are doubly transitive, and yet plugging a@ = 1 /2 in Theorem 1.3.14 does not yield
the parameters of Theorem 1.1.3. Rather, the parameters of Theorem 1.1.3 correspond to the case
a =1 in Theorem 1.3.14. This means that RM codes perform better on BMS channels than might

13



be expected from their minimal distance as expected from Theorem 1.3.14. Let us try to explain
this phenomenon. We give two explanations. First, in [KKM*16] Kudekar, Kumar, Mondelli,
Pfister, and Urbanke proved that for any constants z, 5 € (0,1) it holds that

where (ag, a1, . .., ay) is the weight distribution of the Reed~Muller code (Lemma 4 in [KKM16]).
Hence, we can discard the first n'=°(1) terms in Equation (1.6) and continue the argument as in
Theorem 1.3.14 but with @ = 1. This means, in a well-defined sense, that the Reed—Muller codes
effectively have distance n'~°(1). An alternative explanation, which in fact follows the original
approach in [KKMT17], is to use stronger results on sharp thresholds since RM codes are more
than just doubly transitive. Specifically, the bound of Lemma 1.3.12 can be improved to n~(leglogn)
in the case of the Reed—Muller codes [BK97]. Using this improved bound and following the same
approach as in Theorem 1.3.14 also leads to Theorem 1.1.3.

1.3.3 Weight Distribution of Codes

Coming back to weight distributions, and using the argument from [Sam19], Theorem 1.3.1 can be
applied to the dual code V1, resulting in a different bound on the weight distribution:

Proposition 1.3.15. Let V' C F% be linear code, (ao, . .., ay) its weight distribution and A € (0,1).
For 0 <i<mn, leti* = min{i,n —i}. Then,

V] -x 1-6 .
o < ofXI) ) oy 0STSHom
(2 .
|2Ln\ . gh2(i/n)m otherwise

where X is a random uniform codeword in V-, Y is the result of transmitting X over BEC()) and
f=2"—1.

The proof of Proposition 1.3.15 uses simple Fourier analysis and is very similar to the proof
of Proposition 1.6 in [Sam19]. We include a sketch to make the argument self-contained in Sec-
tion 1.4.3.

Remark 6. Since 2"20/"n < O(y/n) (%), whenever H(X|Y') = o(n) for the dual code V*, the
weight distribution of the primal code V in a band of weights of width 0 around 5 is essentially
upper-bounded by that of a random code of the same rate. This occurs even if V- does not achieve
capacity: It is enough that V- decodes errors on BEC(X\) for some constant A < 1 (cf. [KL97],
where similar behavior was inferred for codes with large dual distance).

In particular, consider a family of doubly transitive binary linear codes of constant rate R. Since
by [KKM" 17] such a family achieves capacity under bit-MAP decoding, due to (1.3) it will have
the bound from Proposition 1.3.15 holding with H(X|Y') = o(n). Such bound holds for both primal
and dual codes, since the dual of a doubly transitive code is also doubly transitive.

Similarly, again building on [Sam19], we improve the bounds on the weight distribution of
doubly transitive codes with distance Q(n®).

Proposition 1.3.16. Let {V,} be a family of doubly transitive binary linear codes of rate R and
logd(V) Also, let (ag,a1,...) denote the weight distribution of V,,. Then

logn

set a = liminf,, oo
ai g (2)\(R,Oc)—0n(1) _ 1)—’i’

where A\(R, &) is as in Theorem 1.3.1/.
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One should compare the above with Proposition 1.6 in [Sam19]. The main difference is that
Proposition 1.6 in [Sam19] applies only to codes that achieve capacity for the BEC under block-
MAP decoding, and it is not known whether a doubly transitive code with minimum distance Q(n®)
for oo < 1 achieves capacity for the BEC under block-MAP decoding. Yet, Proposition 1.3.16 holds
for any doubly transitive code with minimum distance n*("). Moreover, Proposition 1.6 in [Sam19]
had an error term that dominated the estimate for weights i = o(n).

For the weight distribution of Reed—Muller codes we obtain the following bound.

Proposition 1.3.17. Let (ag,a1,...,) denote the weight distribution of Reed—Muller codes with
rate R € (0,1). Then

a; < O<(217Rfon(1) _ 1)4).

Again, the above estimate improves over [Sam19] by losing the error term that dominated the
estimate for weights i = o(n). However, for Reed—Muller codes there are stronger bounds for
weights i = n'~° for every fixed constant § € (0,1) (e.g, see [KLP12, ASW15, KKM™T16, S520]).
Hence, the improvement lies in the narrow region of weights nt=on() for some on(1).

The proofs of Proposition 1.3.17 and Proposition 1.3.16 are omitted as those can be easily
derived by the arguments of Theorem 1.3.14.

1.4 Appendix

1.4.1 Norms of Noisy Functions

In this section we prove Theorem 1.3.1. We start with the following lemma which is simply the
formula for the rank of the dual matroid, but we state it as a separate claim because of its importance
to us.

Lemma 1.4.1 (Proposition 2.1.9 in [Oxl06]). Let V' be a linear code of dimension k. Then,
dim Vg~ = |S| — (k — dim Vse).

We now prove Theorem 1.3.1 by following the argument in [Sam19].

Proof of Theorem 1.3.1. Let V be a linear code of dimension k£ and 0 < A\ < 1. We shall prove that

logZal t< \n— IE dlmVS (1.8)

—k— E dimVs=H(X]Y),

where X is a random uniform codeword in V and Y is the result of transmitting X over the
channel BEC()\) Define f = 2’“ch and p = v2* — 1 and recall that the Walsh-Fourier transform

of f satisfies f = lc. Since T, f( ) = p|y‘f( ), using Parseval’s identity this means log||T,f||3 =
log> ", a;(2* — 1)’. On the other hand, by properties of linear codes it can be checked that

i

E(f|9)(z) 9I5| —dim Vg Jy e Vst x5 =yg
x pry
0 otherwise

and that Pr,[y € C* s.t. 25 = ys] = 2dim Vs =I5 - Accordingly, log IE(fIS)||3 = |S|—dim V4. The

inequality in (1.8) follows by substituting on both sides of Theorem 1.2.17. We still need to justify
the two equalities in (1.8). The first one follows immediately from Lemma 1.4.1. For the second
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equality, observe that S ~ 1 — A has the same distribution as the set of non-erased coordinates
over BEC()). Then, note that given Y = y with non-erased coordinates in S, there are 2¢=dimVs
equally likely possibilities for decoding, and therefore H(X|Y =y) = k — dim V. O

1.4.2 The Bhattacharyya Bound

In this section we prove the well-known Bhattacharyya bound.

Proof of Theorem 1.3.3. We are analyzing the error probability of the block-MAP decoder for code
V on the BMS channel W. Since the code is linear and the channel symmetric, this is equal to the
probability that the MAP decoder fails conditioned on the transmitted all-zeros codeword 0™. Let
Y be the output of the channel assuming the all-zeros codeword was transmitted.

We analyze the likelihood ratio between 0" and another fixed codeword x € C'. Without loss of
generality assume that z = 10"~ for some 0 < i < n. Assuming the decoder observes y € Y™, the
respective likelihood ratio is then®

Wizly) _ Wylz) H W(y;[1)
worly)  W(ylom) Wi(y;l0)

Let 1 < j < i and define a random variable L; equal to the likelihood ratio W(Y;[1)/W(Y;|0)
conditioned on all-zeros codeword. Recall the characterization of W as a mixture of BSC channels
from Section 1.2, and let Y; = (P}, X}). Observe that, conditioned on P, the likelihood ratio Lj; is
equal to (1 — ) /P; with probablhty P; and P;/(1 — P;) with probability 1 — P;. Accordlngly,

E|VL | B =2/P0-P), E\/Lj = Z(W

Let £(z) for x € C \ {0"} denote the event W((O:fllf)) > 1 and let Pg(x) be the probability of this

event. Note that if the MAP decoder fails, then £(z) must have occurred for some z. By the
considerations above and independence of L;,

7 7
Pp(z) <Pr |[[L;=1| =Pr |[[[VI; =1

<E [\/LT] = Z(W)ll .

Finally, applying the union bound,

1.4.3 An Upper Bound on the Weight Distribution

~

Proof of Proposition 1.3.15. For this proof, let f = 1y,1. In that case one checks that f =
Furthermore, let g(z) = 02! and verify that g(y) = 5 (1 — 6)¥I(1 4 9)~Wvl,

1
V]

5 We are abusing notation here, but the meaning of W (y|x)/W(y|0™) should be clear, at least for discrete channels
and channels with distributions that have densities.
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Let (ag,...,an), (bo,...,by) be the weight distributions of V, V+ respectively. We calculate,
1 n i > ~
o bt =Eaf(2)g(x) =) Fw)i(y)
=0 Yy

1 1 . 7 n—i
= m.ﬁzaiu—e) (146)
=0

and consequently

n

S bt = |é| S as(1— )i (1+6)" (1.9)
=0

1=0

Substituting (1.9) into Theorem 1.3.1, we have for every 0 <i <mn

V|
_ QH(X]Y) | -
4 <2 (1—0)i(1+ o)

This already establishes the result for 0 < i < 1—5971. In fact, since the left-hand side of (1.1) is
monotone in = 2* — 1, we also have

4
< oH(XIY) | .
= (1= a)i(1+a)™

forany 0 < a < 6. Ifl;fngig%,thenwetakeazl—%§«9andcheckthat

1 9ha(i/n)n
(1—-a)i(l+an—i 20 7

therefore we have proved our statement for 0 < ¢ < % To deal with the case % < i < n, we invoke
the calculation at the end of the proof of Proposition 1.6 in [Sam19] to see that

zn: an_i(1—0) (1 +0)" " < zn: ai(1—0) (14 6)""
=0 1=0

and apply the argument above to a,; with i < 3. ]

1.4.4 An Optimization Problem

We are interested in the following simple optimization problem for fixed p, 5 € (0, 1),

max (p — B/t)"

1<
p

Let f(t) = (p — B/t)t = e(P=B/Dt Then we are looking for the global maximum of f(t) in [1, o).
Differentiating f(t) we get

f(t) = =Bl <1n<p — B/t + 2 el ; /t> (1.10)

The first term is positive so we focus on the term inside the parenthesis. Setting s =p — 3/t
and equating the left term to zero we get the equation In(s)s + p — s = 0. The solution to this
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equation is Spr = eW-1(-p/e)+1 _ —W where W_1(z) is the Lambert function. Note that

the requirement s > 0, or equivalently ¢ < %, is implicit if we take the real solution if this equation.

%pt. Note that tIn(s) = —(/s and so in fact

Thus, f(t) obtains its unique maximum, i.e top = o

f(t) = e P/5 hence

_ e W-ilmp/a=1 & B/p
f(topt) =€ — (_W_l(p/e)>

It remains to check when t,,; > 1 which happens precisely when 8 > p + m. If tope < 1
then the solution to our optimization problem is simply attained at ¢ = 1.
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Chapter 2

Introduction to Space Bounded
Derandomization

2.1 Computational Complexity

Computational complexity is the formal study of how resources affect computation. Most widely
studied resources are time and space though there are many other well studied resources such as
randommness, communication, proof complexity etc.

In theoretical computer science computation is often modeled using the celebrated model of a
Turing machine (TM). Loosely speaking, a TM is an infinite tape on which it can read or write,
and an algorithm is a finite sequence instructions for the TM. We should mention that there other
models of computation, and indeed we shall define such later on (See Section 2.4).

2.2 Space Bounded Computation

The space complexity of an algorithm is the amount of memory it consumes, namely the length of
tape needed for the Turing machine to execute the algorithm. We do not account for the input and
output in the space complexity, hence the space complexity captures the amount of memory needed
for the actual computation. This distinction is especially important when considering algorithms
that use less space than their input or output length.

Formally, a deterministic space-bounded algorithm is a Turing machine which has three tapes:
an input tape (that is read-only); a work tape (that is read-write) and an output tape (that is
write-only and uni-directional). The output of the TM is the content of its output tape once the
machine terminates. The space used by a TM M on input z is the rightmost work tape cell that
M visits upon its execution on z. Denoting this quantity by sps(x), the space complexity of M is
thus the function s(n) = max,.|y—, sp(x). For further details, see [AB09b, Chapter 4] and [Gol08,
Chapter 5].

Definition 2.2.1. We define DSPACE(S) as the class of problems that can be solved via an

algorithm that uses O(S) space, and set L e DSPACE(logn).

The class L is arguably the lowest studied complexity class of Turing machines. For instance,
L C P contained in the class of problems that can be solved in polynomial time. Still, it is a major
?

open problem whether L 75 P, and in fact we do not know to separate it from stronger classes e.g
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if L = PH'. Unfortunately, proving such statements is out of reach.

In order to “get the feel” of space-bounded algorithms, we review some of the basic operations
that can be carried out efficiently in terms of space. It is easy to see, that computing x + y, where
x,y are two n-digit integers can be done logn space via the elementary long addition. Less obvious,
but also not too difficult, is that computing the iterated addition

T1+ T2+ -+ 2

where x4, ..., x, are all k-digit integers requires O(logn+log k) space. This also uses long addition,
and hinges on the observation that the carry never exceeds n (and so can be stored via logn bits).
As a consequence, we get that computing the product

where z, y are two n-digit integers can be done O(log n) space via the elementary long multiplication,
which reduces to iterated addition. Lastly, we remark that the iterated product

Ty T,

and division L%j can also be computed in logarithmic space, but this is highly non-trivial [CDL99,
HABO02]. In the Boolean world, it is possible to evaluate Boolean Formulas in logarithmic space. To
put it briefly, a Boolean formula over the variables {z1,...,x,} is a directed a-cyclic graph in which
every vertex has at most one outgoing edge, and every vertex is either labeled with a variable x;
or an elementary Boolean {A,V,—} (AND/OR/NEGATION). The evaluation over a specific input
(a1,...,ay) € {True, False}™ is obtained by placing the Boolean value of a; on vertices labeled by
x;, and propagating Boolean values according to the labels written on the vertices. The output is
then written on the vertices that has no out-going edge. For further details see [Gol08, Chapter
1.2.4].

What about complex operations such as matrix multiplication? It is tempting to suggest that
using the building blocks of addition, and multiplication one can derive a space-efficient algorithm
for computing matrix products - this is correct, but in a very subtle way. The algorithmic principle
behind this, often taken as granted, is that computational building blocks can be assembled at
the cost of their total cost. While this is trivial in the context of time-bounded algorithms, it
is much less obvious for space-bounded algorithms since intermediate computations cannot
be stored for free. Nonetheless, the following theorem suggests that one can space-efficiently
compose algorithms.

Claim 2.2.2 (Composition of Space-Bounded Algorithms (e.g., [Gol08, Lemma 5.2])). Let

fi, f2: {0,1} — {0,1}*

be two functions that are computable in space s1,s2: N — N, where s1(n), sa(n) > logn. Then,
fio fa: {0,1}* — {0,1}* can be computed in space

O(s1(f2(n)) + s2(n) + log(n + £1(n))),

where (1(n),l2(n) are bounds on the output length of fi, fo on inputs of length n.

!The class PH contains NP and its complement coNP. It can be defined using oracle TMs as follows. Define
recursively Yo = P, 3; = NP¥i-1 then PH = U}_%;. For more information see Chapter 3 in [Gol08].
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Corollary 2.2.3. Let f: {0,1}* — {0,1}* be computable in space s: N — N, where s(n) > logn.
Then, g(x, k) = f*)(z), where k € N, can be computed in space

k—1
(Zs )) + log(n + £i(n )))

where £;(n) is a bound on the output length of 9 on inputs of length n.

For more information on space efficient algorithmic composition the reader may consult [Gol08,
Chapter 5.1]. While Claim 2.2.2 is not a triviality both result-wise and proof-wise, one should keep
in mind that it is by no mean the optimal approach. For instance, computing the n-th power of
an n-digit integer by composing the squaring function f(x) = 22 logarithmically many times yields
the sub-optimal space complexity of O(log®n).

Using the space composition theorem (Claim 2.2.2) we can now give a space-efficient algorithm
for computing matrix products.

Definition 2.2.4 (matrix bit complexity). Given a matriz A € R**" we denote its bit complexity,

e., the number of bits required to represent all its entries, by |A|. In particular, if we use k bits
of precision for every entry in A then |A| = ©(kw?).

Claim 2.2.5. The function f(A, B) = AB can be computed in space O(log|A| + log|B]).

Proof. First, consider the function g(A, B,i,j) = (Ali, €] - B[{, j]){’_;, which can be computed in
logarithmic space by iterating over £, and computing the product. Composing ¢ with the iterated
function yields the matrix product function h(A, B,i,j) = AB]i, j]. O

Claim 2.2.6. The matriz powering function f(A,n) = A™ can be computed in space O(log?n +
logn - log|A|).

Proof. Composing g(A, A) for k times, we can compute A?" in space

<Zlog 2¢| Al ) O(log®n + klog |A]),

following corollary 2.2.3, and Claim 2.2.5. (Note that the number of bits needed to represent each
entry doubles at every iteration). Write n = Zﬂog " 4,20 for b; € {0,1}. Then,

A" =11 A
i:bj=1

Accounting for the log n additional space needed to compute the product, the proof is concluded. [

Claim 2.2.7. The iterated matriz product function f(Ai, As, ..., Ay) = Ay--- A, can be computed
in space O(log®n + logn - logmax | A;]).

Proof. Similarly, compose the function
F((Aj, Bj)j=1) = (A; - Bj)io

logn times. O
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There is also an approximated version of matrix products, in which we output an approximation
to the matrix product. The idea is very simple - always truncate all but the log 2 most significant
digits.

Claim 2.2.8. There exists an algorithm that takes as input A € RY*Y and output a matriz A such
that
VZ,] € [’U)] A[Zvj] - An[lv.]] <€

and runs in O(lognloglog © + lognlog max |4;|) space.
What about approximating the iterated product
Ay A, ?

The same holds, but there is a subtlety, and it seems that the standard approach using the com-
position theorem Claim 2.2.2 induces an extra log? n in the space complexity. In a nutshell, if one
define function

F((Aj, Bj)iz1) = L(Aj - Bj)izi Jiog 2

analogously to the exact iterated product, then indeed

[fofo-of(Ar.... An)li, j] = (Ar--- An)[i, jl| < e

The problem is that in most invocations of f the output length is Q(n), and there are logn
compositions, hence Claim 2.2.2 yields an extra term of log? n. The solution follows from a natural
generalization of the space-bounded composition (Claim 2.2.2) outlined in Section 5.7.

2.3 Randomized Computation

Randomized algorithms are algorithms that use randomness, usually independent unbiased coin
flips, as part of their execution. A randomized algorithm is allowed to be incorrect with some
probability over its internal coins as long as its failure probability is not too large. We emphasize
that randomized algorithms are required to be correct on every input with high probability (w.h.p).

To the uninitiated, randomized algorithms might seem a little bit dubious. Nonetheless, evi-
dently randomness is a very powerful tool in designing algorithms. Randomized algorithms tend
to be extremely simple and efficient, and are widely used both in practice and in theory. We give
two instructive examples:

o Primality Testing: Primality testing is the problem of deciding whether a given integer (in
binary representation) is prime or not. While polynomial time randomized algorithms were
known since the 70’s [SS77, Rab80], the goal of designing a deterministic algorithm remained
elusive. It took thirty years until Agrawal, Kayal, and Saxena [AKS04] gave a determin-
istic algorithm for primality testing which is more complicated than previous randomized
algorithms both in terms of implementation and running time.

o Polynomial Identity Testing (PIT): The problem of deciding whether a given polynomial is
identically zero®. This problem has a very simple randomized algorithm though no determin-
istic algorithm is known.

>The notation |-|; means the entry-wise truncation of all but the first ¢ bits.
30bviously, we are not given their coefficients. The standard definition is that the input is an arithmetic circuit
which allows us to efficiently compute values of the polynomial but its coefficients. For further details see [SY10].

22



By design, randomized algorithms come at the expense of being occasionally wrong. We distin-
guish between three different types of error:

1.

Two-Sided Error: The algorithm is allowed to be incorrect in cases that the answer is “Yes”
and also in cases that the answer is “No”.

. One-Sided Error: In cases that the answer is “No” the algorithm has to be correct (i.e, with

probability 1), and in cases the answer is “Yes” the algorithm may be incorrect with small
probability. There is an analogous definition with the roles of “Yes” and “No” reversed.

. Zero-Sided Error: The algorithm outputs the correct answer with large probability, but it is

allowed to say “Don’t Know” (it never outputs an incorrect answer).

Definition 2.3.1. Let S, R: N — N increasing, and let n denote the input length for the algorithm.

Define BPL to be the class of problems that can be solved via a randomized two-sided error
algorithm that uses O(logn).

Define RL to be the class of problems that can be solved via a randomized one-sided error
algorithm that uses O(logn).

Define ZPL to be the class of problems that can be solved via a randomized zero-sided error
algorithm that uses O(logn).

We emphasize that random coins are not exempted from the space complexity. That is, if we
wish to store previous coin tosses we have to store these as part of the computation. Formally, the
coin tosses are written on a unidirectional tape which means that we can only have access to the
the current coin toss (and not previous ones).

There is subtlety that arises in the context of randomized space-bounded computation: does
the algorithm is allowed not to halt? The above definitions refer to algorithms that always halt. A
more elaborated discussion regarding the halting issue is addressed in Chapter 4.

2.4 Branching Programs

It is standard to replace the computational model of space bounded TMs with the model of Read-
Once Branching Programs (ROPBs). A regular, labeled, layered graph over alphabet ¥ is a directed
graph in which every vertex has |X| out-going edges each labeled by a distinct symbol from ¥. We
shall use the following terminology.

The number of layers minus one is called the length, and is denoted by n.

The maximum number of vertices in every layer is called the width, and is denoted by w.
Hence, every vertex is identified by its layer and an index i € [w] called state.

Every vertex has |X| outgoing edges each labeled with a distinct symbol from .

See Figure 2.1 for illustration.
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Figure 2.1: An (n =5,w =4, = {0,1}) ROBP

It is more convenient a regular, labeled, layered graph via its neighbor function: Let B =
(B1,...,By) € (Jw] x ¥ — [w])"™ be a sequence of functions

B;: [w] x ¥ — [w],
then the regular, labeled, layered graph Gp = ([n + 1] x [w], ERB)

Ep € {((i,w), (i + 1, By(w,0))) |0 €%, i € {1,...,n}} (2.1)
defines a layered graph of length n, width w over alphabet ¥. Conversely, every regular, labeled,
layered graph defines such sequence of functions. Also, for 1 < i < j < n we define the sub-graph
of B € ([w] x ¥ — [w]) by

Bi,j = (BZ, Bi+1, cey B])

Definition 2.4.1. An ROBP of length n, width w, over alphabet 3 is a triplet comprising a regular,
labeled, layered graph B, a start state vy, and a subset of accepting states Vyee C [w]

(B, v0, Vaee) € ([w] x 2 = [w])™ x [w] x P([w]).

We shall say that n is the length of the ROBP, w its length, and ¥ is its alphabet.

2.4.1 Computation

Given an ROBP (B, vy, Vo) we define the computation of an ROBP as follows: Given a sequence
of symbols o = (01,...,0,) € X" we set
B(vo,0) = Bu(- -+ Ba(Ba(Bi(v, 01),02)03) -+ , o) € [u].

In words, the ROBP starts at state vg, moves to state v; = By (vg, 01), moves to state ve = Ba(v1,02)
etc. Pictorially, interpreting the ROBP as a layered graph, the computation follows the labels
01,09, ...,0y starting from vy at the first layer, and outputs the state it reaches in the last layer.

Furthermore, given a subset of the vertices V,.. we can define the notion of acceptance: if
B(vg,0) € Vyeo then we say that the ROBP B accepts o (with respect to the starting state vg, and
accept states Vo). We remark that usually ROBPs are defined with a fixed initial state vy, and
accept states V.. but we shall not use this terminology.

For example, consider the above layered graph in Figure 2.1, and take vy the upper vertex in
the first layer (i.e., state 1), and accepting states Vyee = {1,2,4}. Then, the computation over
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this ROBP with input o = (1,0,0, 1, 1) reaches state 1 - which is an accepting state so the ROBP
accept.

0 0

start

rej

QA=A
0 0 1 0
Siiehs)lens)tc

acc

1 1 0
NN NN
Figure 2.2: An (n =5,w =4,X = {0,1}) ROBP

2.4.2 Correspondence To Randomized Space Bounded Algorithms

We now explain why ROBPs are a good substitute for the computational model of randomized
space bounded TMs. A configuration of an algorithm is a snapshot consisting of the algorithm’s
current storage and state. The configuration graph is the digraph of all configurations with edges
going between consecutive configurations namely, the edges are all pairs (C1,C) where Cy is the
configuration obtained by running the algorithm a single step from configuration C';. Note that a
randomized algorithm essentially takes two inputs: The “true” input, and the random coins. If we
take an algorithm A, and an input z then its execution is a function of the random coins which
can be computed by a ROBP. We give the precise analogy: Given a randomized algorithm A(z,y)
with “true” input z and random coins y € X™.

e The ROBP is the layered graph, where in each layer we have all possible configurations and
edges going between consecutive configurations, vg is the starting configuration, and V. the
accepting configurations of the algorithm.

e The input for the ROBP are the random coins for the algorithm.

o The space of the algorithm is then roughly log(w) since w vertices corresponds to log(w) bits
of information®.

e The probability that the ROBP accept a random input equals the acceptance probability of
x by the algorithm.
2.4.3 The Transition Matrix

Let B € ([w] x ¥ — [w])"™. Each B; where By(o) corresponds to |X| Boolean matrices of dimension
w X w

. 1 By(i,o)=j
B(o)|t, 5] = , 2.2
elo)li. Jl {0 otherwise (22)
and a single w X w matrix
def
M(B;) = E,[By(0)]. (2.3)

“Here we say roughly because one should also account for the states of the algorithm etc.
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Alternatively, the 4, j-th entry of M(By) is the probability of moving from state i to state j upon
reading a random symbol from ¥. The definitions of By(o) and M(By) naturally extends to B by
matrix multiplication

def

B(o) ¥ By(01) - Bi(on), M(B) ¥ M(B)---M(B,). (2.4)

Observe that B(o), M(B) still carry the same semantics: the 4, j-th entry of B(o) is 1 iff starting
from state i moves to state j upon reading o, and the i, j-th entry of M(B) is the probability of
moving from state 7 to j upon reading a random input. Therefore, each row of the transition matrix
has nonnegative entries which sum to one - such matrices are called stochastic matrices.

Definition 2.4.2. We say a real matrixz is stochastic if it is row-stochastic, i.e., if its entries are
nonnegative and every row sums to 1, and sub-stochastic if its entries are nonnegative and every
row sums to at most 1.

An immediate implication of the above observation is that the existence of an algorithm that
approximates powers of stochastic matrices that runs in logarithmic space implies

BPL = L.

To some extent, the problem of approximating stochastic matrices captures the class BPL (See
Section 4.1.

Remark 7. There is a well known unfortunate notional issue of transition matrices. We chose to
denote Ali, j| for the transition from state i to j, and so the matriz multiplication goes right to left
in Equation (2.4). It is very common that the initial state is a distribution = € RY, rather than a
fized state, and so by applying the ROBP to that distribution we get another distribution over the
states which equals

TA.

For the uninitiated, it might be slightly annoying, or inconvenient to multiply by a vector from the
left. The alternative, which is very common and respectable, it to define Ali,j] for the transition
from state j to i, and then we have A instead of the above. Since the notation mA will not appear
in this work, we chose to use the first option.

Recall from our perspective, an ROBP stands for simulating a randomized algorithm on a spe-
cific input, and the inputs for the ROBP are the random coins. In this setting, the transition
matrix encompasses all the “computational information” as it accounts for the acceptance proba-
bility. Therefore it is natural to measure closeness between two ROBPs by measuring the distance
between their transition matrices (i.e., with respect to some norm).

There are numerous norms in the literature for measuring matrices in the context of ROBP,
but this work features the two most basic ones: the maximum norm, and the induced £, norm.

Definition 2.4.3. For a matriz A € R¥*v:

1. Mazimum Norm: ||A||

max maxi,jé[w] ‘A[Z’]”

2. Infinity Norm: [|Al|, = maxiepw) > jep Al 711, -

There is a very natural interpretation of the induced /o, norm |-||,. Suppose that M, My €
R“*® are the transition matrices of B®, B € ([w] x ¥ — [w])”. By standard arguments

My — M|, =2- max |Pr[BW(vg,0) € 5] —Pr[BP(vy,0) € 9]|.
vo€[w],SClw]! o o
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In fact, by convexity this is the same as taking the maximum over any initial distribution =
supported on [w]. Thus, the induced infinity norm between two transition matrices of two ROBPs
equals the largest difference in acceptance probability going over all possible initial states vg, and
possible accepting states V.

Remark 8. Generally, for two discrete distributions w1, mo supported on ) the quantity

max| Pr [X € S]— Pr [X € 9]
SQQ X~y Xr~omg

is known as the statistical distance between w1, w9 or total variation distance. It is well-known that
the statistical distance between two distributions also equals their ¢1 distance (as vectors).

We finish with two useful and simple inequalities. The first inequality, relates the maximum
norm, and the induced £, norm.

Claim 2.4.4. For any matriz M € RY*" we have that

M| pax < 1Mo < wl[M]]

max max*

The following claim follows by a simple induction and the triangle inequality.

Claim 2.4.5. Let for any A, ..., Ay, B1, ..., By satisfying || Ail| o, || Bill oo <1

[Ai-- Ay = Bi--- Byl < Y|4 — Bill.
In particular, if ||A|, | B|| <1 then |A* — B¥|| <k-[A - BJ.

2.5 Pseudorandomness and Derandomization

Understanding the power of randomness as a computational resource is a major problem in com-
plexity. In particular, whether randomness can be eliminated or reduced in some cases. This
process of taking a randomized algorithm and reducing the amount of randomness it uses, ideally
converting it into a deterministic algorithm, is called derandomization. Perhaps the most famous
open problem in this context is whether any polynomial time randomized algorithm can be de-

randomized. This is often referred to as the BPP = P problem. An amagzing line of work showed
that this problem is intimately related to circuit lower bounds. Specifically, sufficiently strong

circuit lower bounds will settle the BPP — P conjecture [NW94, TW94, BFNW93], and conversely

the BPP = P conjecture implies circuit lowers bounds [KI04] (though slightly weaker bounds).
Unfortunately, proving circuit lower bounds is considered to be notoriously difficult which puts the

lid on efforts to resolve the BPP = P conjecture any time soon. Still, dernadomiztion of specific
problems such as the PIT problem is an active and flourish area of research.

There are a few concrete methods to derandomize algorithms, which are applicable in certain
situation, though we are interested in derandomizing all space bounded algorithms. This means that
we are looking for a more methodological derandomization technique. We shall roughly distinguish
between two types of derandomization:

» Black-Box: Derandomization which depends only on the algorithm’s functionality (i.e., whether
it accepts or rejects certain inputs).
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o White-Box: Derandomization which depends on the algorithm’s instructions.

The simplest example of white-Box derandomization for space bounded computation is to com-
pute the exact acceptance probability using matrix multiplication which takes O(log?(n)) space
(See Section 2.4 for the relation to matrix multiplication). A less naive example is a result by
Reingold-Trevisan-Vadhan [RTV06] who showed that any randomized space bounded algorithm
with one-sided error can be transformed to a connectivity problem of a digraph with a certain
property. Therefore, solving the connectivity problem on digraphs with that property in log-space
yields RL = L.

The following subsection deals with pseudorandom generators (PRGs), which are the ultimate
means of black-box derandomization.

2.5.1 Pseudorandom Generators

Intuitively speaking, a pseudorandom generator uses few truly random coins and outputs a sequence
of pseudorandom coins. The hope is that these pseudorandom coins can be used of truly random
coins in a given algorithm with the hope that it works roughly the same. Thus, the algorithm works
just the same, but with fewer random coins hence dernadomizing the algorithm.

A typical way of getting a deterministic algorithm from PRGs is by running the algorithm on
all possible inputs for the PRG and taking the majority vote. It is ludicrous to suggest that such
an object can possibly work for all algorithms, so it is necessary to restrict the class of algorithms
that the PRG is useful against. Note that this derandomization technique is oblivious to the
functionality of the algorithm we want to derandomize. Traditionally, a PRG against a class of
Boolean functions C C ¥ — {0, 1} is a function G: {0,1}* — X" satisfying

Viel [Eolf(o)] —E:[G(2)]] <e. (2.5)

The parameter s is called the seed length, z is called the seed, and ¢ is called the accuracy or
error of the PRG. It is common to say that G e-fools the class C (though we will not be using this
terminology).

In our setting, the class C is the class of ROBPs of length n, width w, over alphabet X, namely
C = (Jw] x ¥ — [w])™. There is a technical issue: Equation (2.5) does not compile as E,[B(o)] is a
matrix, rather than a number (see Section 2.4 for definitions). Instead we require that

VB € [w] x X = [w] |E;[B(0)] — E.[G(2)]||

N

€. (2.6)

e}

Following the remark at the end of Section 2.4.3, one can verify that this the above is actually
equivalent had we included the starting and accepting states in the definition of ROBPs so that
B(o) € {0,1}, and used the definition in Equation (2.5) instead. Regardless of how ROBPs are
defined, all the PRGs against ROBPs that appear in the literature are analyzed are analyzed by
showing that Equation (2.6) holds. Moreover, Equation (2.6) may be relaxed to allowing arbitrary
matrix norms yielding a much richer definition. E.g., [HPV21] constructed a PRG against a certain
class of ROBPs in the induced ¢2 norm (a.k.a spectral norm or operator norm).

It is well known that (non-explicit) pseudorandom generators exists with essentially optimal seed
length. In fact, a random function is with high probability a PRG against any class of functions
which is not too large.

Claim 2.5.1. Let C C {0,1}" — {0,1} and € > 0 then there exists a function G: {0,1}* such that
Equation (2.5) holds with s = loglog|C| +log 1 + O(1).
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Noting that |([w] x & — [w])"| = w™**| we get the following corollary®.

Corollary 2.5.2. Let € > 0 then there exists a function G: {0,1}* such that Equation (2.6) holds
with s = O(log %)

We now define PRGs against the model of ROBP.

Definition 2.5.3. An (n,w, X, €) PRG with seed length s is a function G: {0,1}* — X" such that
for every (n,w,¥) ROBP B

[Eps [B(z)] ~ Eanpony:| BG(2)) < e

In the above definition we considered the Accept/Reject definition, though we can analogously
define PRGs against ROBPs in the matrix formulation.

Definition 2.5.4. Let ||-|| be a matriz norm®. An (n,w,3, e, ||-||) PRG with seed length s is a
function G : {0,1}* — X" such that for every (n,w,%) ROBP B

|Esnsn [B(2)] = E.oqoys [B(G(2))]]| < e (2.7)
Note that in this setting B(x) is a matriz.
Proposition 2.5.5. There exists a non-explicit (n,w, %, €) PRG with seed length s = O(log(nw|X|/€)).

Proposition 2.5.6. If there exists an (n,w,X,€) PRG with seed length s = O(log(nw|X|/€)) that
runs in space O(s) then BPL = L.

2.6 Brief Account of Space Bounded Derandomization

Understanding the role that randomness plays in computation is of central importance in com-
plexity theory. While randomness is provably necessary in many computational settings such as
cryptography, PCPs and distributed computing, it is widely believed that randomness adds no sig-
nificant computational power to neither time- nor space-bounded algorithms. Remarkably, proving
such a statement for time-bounded algorithms implies circuit lower bounds which seem to be out
of reach of current proof techniques [NW94, TKW02, KI04].

On the other hand, there is no known barrier for proving such a statement in the space-bounded
setting. Indeed, while we cannot even rule out a scenario in which randomness “buys” exponential
time, the space-bounded setting is much better understood. Savitch’s theorem [Sav70] already
implies that any one-sided error randomized algorithm can be simulated deterministically with
only a quadratic overhead in space, namely RL C L2. The (possibly) stronger inclusion BPL C
L? can be proven easily through a variant of Savitch’s theorem and also follows from [BCPS3].
Using pseudorandom generators, Nisan [Nis92, Nis94] devised a time-efficient derandomization
with quadratic overhead in space, concretely, BPL C DTISP(poly(n),log?n). Focusing solely on
space, the state of the art result was obtained by Saks and Zhou [SZ99] that build on Nisan’s work
to deterministically simulate two-sided error space s randomized algorithms in space 0(53/ 2), thus,
establishing that BPL C L3/2.

SHere it is actually useful to consider the setting in which an ROBP is defined with an initial vertex and accepting
states so that the function B(co) is Boolean.
50ne may also consider notions of distance which are not a norm.
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2.7 Efficient Implementations of PRGs Against ROBPs

We now discuss two fundamental constructions of PRGs against the model of ROBP: the INW
([INW94]) and Nisan ([Nis92]) generators, and present specific space-efficient implementations for
those. The constructions and their analysis are well known, except for the space complexity which
is implicit in those works and also depends on the specific implementation (the variant of INW we
use was explored by [HV06]).

2.7.1 Nisan’s Generator

Nisan, in his seminal work [Nis92], constructed a family of pseudorandom generators against the
class of ROBPs of length n, width w over alphabet ¥ with accuracy e using seed of length

b))
s :O<logn-lognw‘ ’)

3

We briefly recall the construction and its properties. Without the loss of generality, |X| = @(%)7,
and let
HCY =X

with be a two-universal family of hash functions of size |H| = |Z|?. The seed for
N % Glogn: {0,114 — ¥7

comprises logn hash functions h = (hy, ..., hiogn), each h; € H, and a symbol o € ¥, noticing that
indeed s = O(logn - log |2]). We define G;: ¥ x {0,1}"21°8 > — %(2) recursively as follows

Go(o) = U‘[l,...,log|2|]a
Gi(o;h1, ..., hi) = Giz1(osha, .. hio1) o Gic1(hi(o); hay ooy hict).

It turns out to be incredibly useful to divide the seed into an “offline” part h € {0,1} which we
can fix and is good with high probability, and an “online” one o € ¥ which we average over. We
can summarize the properties of the Nisan generator below, where we explicitly distinguish between
accuracy and confidence (as was also done in [Nis94] and in more recent works).

Theorem 2.7.1 ([Nis92]). Given n,w € N, an accuracy parameter € > 0, a confidence parameter
§ > 0, and an alphabet %, let N: {0,139 x ¥ — " be the above Nisan generator, where |X| =

O(nf?') and dy = O(logn - log |X]). Let B € ([w]xX% — [w])™ be an ROBP. Then, with probability
at least 1 — & over h € {0,1}N_ it holds that

IM(B) — Eoex [B(N(h, 0))][| o <,

recalling that M(B) = E,exn [B(2)]. Moreover, N can be computed in

b b
min{O <logn -loglog nuwl |> , O (log nw€| ’) }

3

space.

If the alphabet is small then we can enlarge it by collapsing layers into a single one hence increasing the alphabet.
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The analysis can be found at [Nis92], though the space complexity is glossed over so we give a
rough sketch. In order to analyze the space complexity one has to consider a specific implementation
of the hashing family #. A possible choice is

H={hop(x) =ax+0b|abeFyu},

where || = 2¥. This calls for a space-efficient implementation of arithmetic over the finite field
For which can be found in e.g. [HAB02, HVO06]. Given o0 € ¥ ,h = (h1,...,hiogn) € H'°g™ and
an index j = (b1,...,bogn) € {0,1}°8™ we can compute the j-th output symbol of N(o, k) in the
following two alternative ways:

o We can successively compute h?j o h?j__ Lo hi‘)oggg (o) for j =1,...,logn, each time keeping
the current symbol. This takes

b)) b))
O(log w3 +loglogn> = O(log nwg] |>

3

space.

e Alternatively, we can do the above computation using composition of space bounded functions
(Claim 2.2.2), resulting in space complexity

3
O(logn -loglog nuw| |>

€

2.7.2 The INW Generator

We consider the INW generator [INW94] instantiated with seeded-extractors (as, e.g., in [RR99])%.
Again, as we are not going to discuss the correctness of the construction, the definition of seeded-
extractors, and for that matter other primitives as well are irrelevant for this part.

We are given parameters n, 3, w, and €. Given functions

Ext;: {0,1}™" x {0,1}¢ — {0, 1}™+
we define recursively

Gi(w oy) = Gi—1(x) o Gim1(Ext(,y)),
where Go(x) def x, and we set the INW generator INW dof Glogn-
Theorem 2.7.2 ([INW94, RR99]). Suppose that Ext;: {0,1}™F x {0,1}¢ — {0,1}™*d s q
(m+id — A, egxt) seeded-extractor then for every ROBP B € ([w] x {0,1}" — [w])"

IE[B(0)] — E[B(INW(2)]]l < n(eex +w2™2).

and A =log 2 we get accuracy €, and the seed length is given by m + dlogn.

g
and A = log 2"?1” we can implement the generator in

3
O <log nloglog nu;| | >

Setting, €ext = 5.,

Moreover, in the setting egx = ﬁ,

space where ¥ = {0, 1}™.

8The connection between randomness extractors and derandomization of space bounded computation originated
in [NZ96].
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For further details the reader may consult [AB09a, Chapter 16]. It follows that to implement
the INW generator we need a space-efficient seeded extractor with a small entropy loss in the high
min-entropy regime. Goldreich and Wigderson [GW97] gave such a construction utilizing a regular
expander H = (V| E) with a small normalized second eigenvalue. For our expander, we choose a
Cayley graph over the commutative group Z% with a generator set S C {0, 1}" that is A-biased. It
is well known that Cay(Z4, S) has normalized second largest eigenvalue at most A. For the A-biased
set we choose a construction from [AGHP92]. Altogether, this unfolds for the following.

-
of cardinality ¢?. For every a, 3 € F, there is an elements s, g € Z§ where (sq.5); = (o', 8),
such that multiplication is in F, and the inner product is over Z,. [AGHP92] showed the set
is A-biased.

e For the A-biased set S, first pick ¢ to be the first power of two larger than T. The set S is

e Welet H=(V,E) with V =75 and (z,y) € Eiff t +y € S. H is a A\-expander.

The extractor GW: {0,1}" x [D] — {0,1}" is defined by letting H(z,i) be the i-th neighbour
of z in the graph H.

Claim 2.7.3. Let 0 < A <n and set H and GW as above. Then, GW: {0,1}" x [D] — {0,1}" is
a (k=mn—A,¢) estractor with seed length d = O(A +1log %) and space complexity O(logn -log(A +
log(n/e))).

The expander mixing lemma basically shows that GW is an (n — A, e = O(2%/2))) extractor,
and the seed length of this extractor is

A
log |S| = O(log %) = O(log %) = O(A +log g)
Again, the uninitiated reader is referred to [AB09a, Chapter 16]. The space complexity of computing
GW(z,y) given x and y, is the space needed to compute s, € S from y = (o, ) € Fg, plus the
space needed to compute x + s,. The dominating step in computing s, is computing o (for i < n)
which can be done in O(logn + loglog ¢) using space-efficient arithmetic over Fyr (e.g., [HABO02]).
Altogether, the space needed is

1
O(logn + loglog %) = O(logn + log A + log log €>.

We note that Healy and Viola [HV06] gave an extremely efficient implementation of the above
AGHP generator, yielding a better space complexity of O(log(n +logq)) to compute (a*, 3). How-
ever, in our overall setting of parameters it will make negligible difference. We remark that by
using expanders with better dependence between D and A, one can get d = O(A + log %), but here
we care more about the space complexity, and logn factors are negligible for us.

The previous passage concludes the implementation of the seeded extractor needed for the INW
generator, which we can now implement. Given a seed z € {0,1}® we view the computation of
INW(2) as a full binary tree of depth logn. Given an index j € [n], computing INW(z); € {0,1}™
can be done by walking down the computation tree, and each time either truncating a string
or invoking an extractor. By composition of space-bounded functions (Claim 2.2.2) the space
complexity of the construction is logn times the space complexity of the worst extractor used.

That is,
nw|X|

0] (log nloglog €> .
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Chapter 3

Error Reduction For Weighted PRGs
Against ROBPs

3.1 Background

3.1.1 Pseudorandom Pseudo-Distributions for ROBPs

In [BCG20] Braverman, Cohen and Garg introduced the notion of a pseudorandom pseudo-distribution
(PRPD) generalizing pseudorandom distributions. A PRPD is a distribution

D= ((pl,al),. N (p2570'25))

where p1,...,p2s € Rand o01,...,09 € X" They constructed a PRPD with the property that for
every ROBP B € (Jw] x ¥ — [w])"

H ZﬂiB(Ui)

Note that the definition of a PRPD allows the weights p; to take both positive and negative
values. These values are not necessarily bounded by 1 in absolute value, nor by any constant for
that matter, and they do not necessarily sum up to 1. Nevertheless, the definition requires that the
numbers cancel out nicely so that summing the weights of the respective paths and, in particular,
the sum is a number in [—&,1 + £]. Analogous to a PRG, a weighted pseudorandom generator
(WRPG) is a function

—E;[B(0)]

N
™

o0

Gxp:{0,1}° = (X xR)"

whose output, when fed with a uniform seed, is a PRPD. Similarly to a PRG, we say that Gg x
is WPRG against the class B[n, w, X] with accuracy ¢ if for every B € (w] x ¥ — [w])"

I[E:[u(2) B(G(2))]] = Eo[B(0)]llo <&

Observe that if g4 =1 then the notion of a WPRG coincides with that of a PRG.

A WPRG that can be computed in bounded space suffices to derandomize two-sided error ran-
domized algorithms. Indeed, the straightforward derandomization using a pseudorandom (proper)
distribution, which sums the probability mass of the relevant paths. Of course, the space require-
ment now depends on the bit complexity of the weights as well.
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3.1.2 The Error Parameter

Braverman et al. [BCG20] constructed a WPRG that has seed length with an improved, in fact
near-optimal, dependence on the error parameter €. Their WPRG has seed length

O(log®n - loglog v + logn - logw + log v loglog E).
€ € €

For the purpose of derandomization, the error parameter is anyhow taken to be constant, and so
the necessity of such an improvement may seem moot. However, by inspecting Nisan’s recursive
construction one can see that the log? n term in the seed length appears due to the way the error
evolves throughout the recursion. Hence, a construction which allows for a more delicate error
analysis is called for. Furthermore, the Saks—Zhou construction applies Nisan’s PRG in a setting
in which € < 1/n for obtaining their result. It was observed [BCG20] that improving upon [SZ99]
can be obtained by constructing a PRG having seed length with better dependence on both w, €,
even when retaining the log? n dependence.

Interestingly (and unfortunately), the log?n term in the BCG construction appears for a com-
pletely different reason. In short, unlike prior works [Nis92, INW94] that maintain a list of instruc-
tions throughout the recursion, BCG maintains a more involved structure consisting of several lists
of lists. Maintaining the invariant on this complex structure is the reason for the log?n term in
the seed of BCG’s construction.

As hinted above, the BCG construction is quite involved. In a subsequent work Chattopadhyay
and Liao [CL20] somewhat simplified the BCG construction also obtaining slight improvement in
parameters. In particular, the seed length obtained by [CL20] is

1
(log n - lognw - loglog nw + log > .
€

Additionally, Hoza and Zuckerman [HZ20] obtained a significantly simpler construction of hitting
sets against ROBPs. Their construction has seed length

0] ! 1 1 +1 L
-logn -lognw + log — |.
max(1,loglogw — loglogn) & & &

Although hitting sets are weaker objects than PRPDs that are aimed for the derandomization of
one sided error randomized algorithms, a subsequent work by Cheng and Hoza [CH20] showed how
to derandomize two sided error randomized algorithms using hitting sets.

3.2 Our Result

This work further focuses on the error parameter. As our main result, we obtain an error reduction
procedure. That is, we devise an algorithm that transforms, in a black-box manner, a PRG with a
modest error parameter g to a WPRG with a desired error parameter €, having comparable seed
length and with a near optimal dependence on &.

Theorem 3.2.1 ([CDR"21)). Let G: {0,1}*¢ — ¥ a PRG against B[n,w, Y] with accuracy

[E2[B(G(2))] — Eo[B(o)lll < e,

where we assume that eq < m. Then, there exists a WPRG Gr x p: {0,1}°R — ¥ against

B[n, w, X] with accuracy
1Bz [1(2) B(Gr(2))] — Eo[B(0)][l < e
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Moreover,
1
sr = s¢ + log |X| + O(log % log log g),
and if G requires S space then Ggr takes O(S + loglog ¥ log log? %) space.

When instantiated with Nisan’s PRG [Nis92] our error reduction procedure yields WPRGs with
a seed that is slightly shorter than [BCG20] and is incomparable to [CL20].

Corollary 3.2.2. There exists a WPRG against B[n,w,X] with accuracy €, and seed length
w 1
O <logn -log(nw|X|) + log — - loglog,, )
€ €

computable in space O(log(nw|X|) + loglog % loglog 2).

Note that for ¢ which is not tiny the space complexity is dominated by the first term. Specifically,

for

_2logl/3 n 2210g1/3 n

€>2 , w<

the space complexity is indeed O(log(nw|X]|)). Had we used INW instead [INW94] (Theorem 2.7.2,
the space complexity would deteriorate to

nw|X|

0] <log n - loglog -

+ log v, log log,, 1) .
€ €

Our error reduction procedure as well as the resulting WPRG are significantly simpler than
that of [BCG20, CL20]. Moreover, the underlying ideas are different and conceptually cleaner.
More generally, it is much preferred to have a black-box error reduction procedure rather than
a specific explicit construction. On top of the insights obtained, such a modularization has the
potential of being instantiated in different settings such as for regular and permutation ROBPs or
for bounded-width ROBPs.

Our error reduction procedure borrows ideas from the line of work concerning deterministic
space-efficient graph algorithms, in particular a recent work by Ahmadinejad, Kelner, Murtagh,
Peebles, Sidford and Vadhan [AKMT'20] (which, in turn, is based on an exciting line of work
on nearly-linear time graph algorithms, deterministic or otherwise. See [CKP'16, CKP*17] and
references therein).

Independently, Pyne and Vadhan [PV21] also used the Richardson iteration to obtain a WPRG
for polynomial-width branching programs, and furthermore used that to obtain new results for
permutation ROBPs.

3.3 Overview
Let B € ([w] x ¥ — [w])™ with transition matrices

My, My, ..., My

that is, M; = E;[B;(0)], and let G: {0,1}°¢ — {0,1}" be a PRG against B[n, w, X] with accuracy
e¢ which we wish to increase. Following [AKM™20] we observe that by denoting

-M; j=i+1
L) <1 i
0 otherwise
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one has that,

L, ] def | Mij—1 i<
0 otherwise

In words, L is a block-matrix in which the main diagonal is the identity matrix, the diagonal
above it has —M; on it, and the remaining blocks are zero. Its inverse L', is an upper-triangular
block-matrix such that the a, b-th block is the product

Mg - Mgy~ My_y.

Richardson iteration is a method for improving a given approximation to an inverse of a matrix
that is frequently used to construct a preconditioner to a Laplacian system. To describe this
method, let L be a matrix and suppose that B is an approximation for L='. For k > 1 define the
matrix

k
R=> (I-BL) (3.1)
=0

It can be shown that
[R=L7H < [Z7H] - (ULl - [|B = Z7HD*

In our setting, the matrix L can be approximated via the PRG G as follows. Define the (n+ 1)w X
(n + 1)w lower triangular block matrix M as follows. For a,b € [n+ 1], a < b, and o € {0,1}*, let

Mla,b] = E.[B(G(2),5)]-
Further, M [a,a] = I,,. Since G has error €, one can easily verify that

HMab M, - MbH (n+1eg

Equivalently, the PRG G can be used to mildly approximate L~! by applying it to all sub-programs
of the original ROBP. Roughly, by taking

—~ 1
B=M, ec=n"2% k=0(og, ),
€
one obtains the approximation
IR—L7Y|_ <e. (3.2)

In particular, the upper-right block of R approximates of the desired product M; - -- M, within
accuracy €.
We further develop Equation (3.1). Let A =1 — BL. It is possible to show that

Ala,b] = (3.3)

Mla,b—1]- My, — Mla,b] a<b,
a > b.

Substituting this back to R, for a < b we have that

k
> > Alaym] - Alryyro] - Aoy, i) - My, b).

m=0a<r;<--<r;<b
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If we further let Cola,b] = Mla,b— 1] - My and Cya,b] = M|a, b] then

k—1
Rla,b] = Z Z (_1)t1+m+tmct1 [a,71]Ct, [r1,72] -+ Ch,py [Pim—1, 7] C1 [7m, B (3.4)

m=0a<r;<-<rm<b
t1,..,tm €{0,1}

Recall that each block in Mla,b] corresponds to simulating B over the segment [a,b] using
the generator G: {0,1}°* — X" (truncated to its first b — a symbols). Hence, every summand
in Equation (3.4)

Cyla,r1] - Cylrim1,mi] - Mrq, b]
can be realized as the transition matrix of an ROBP of length n,u. = 7 + 1, of the same width w,
and over a larger alphabet. Specifically, the alert reader can see that this alphabet can be taken to
be
Youz = {0,1}° x 3.

Our construction thus uses an auxiliary PRG against B{ngyz, w, Xquz] with accuracy €44, and hence
approximates each summand to accuracy eq4,. Therefore, replacing the seeds for G by the output
of the auxiliary PRG approximates R to within accuracy

O(k) ~ —Q(1
EauaN ()Ngauz'g ()7

which in turn approximates L~ to accuracy ¢ (see Equation (3.2)) yielding an overall approximation
of accuracy O(e). As the ROBP that correspond to each summand is short, recall

1
iékzO(logn> <« n,
€

a short seed is required even for the high accuracy equs = ¢! that we require. We invoke [INW94]
as our auxiliary PRG as it has good dependence on the alphabet size which, in our case, is com-
parable to the seed of the crude PRG that we started with. We remark that the weights in our
WPRG GR X p are used to realize Equation (3.4) as the expectation

(3-4) ~ E.[u(2) B(Gr(2))]-

Indeed, on top of the sign, one has to account for this averaging by taking the weights to be large
as the number of summands in Equation (3.4), so that the expectation becomes a sum.

3.3.1 Comparison with [BCG20]

It is worthwhile to explore the differences between the BCG construction [BCG20] (and the followup
work of Chattopadhyay and Liao [CL20] which uses similar ideas) and ours and to point out the
aspects of our work that we find similar to the work of Cheng and Hoza [CH20], and of Hoza and
Zuckerman [HZ20]. We start by giving a brief overview of the BCG construction.

A brief overview of BCG

In constructions prior to [BCG20] (e.g., [Nis92, INWO94]), a list of instructions is maintained with
the property that given a ROBP A, ..., A,, averaging over the products corresponding to the
instructions yields the desired approximation to the product A, ---A;. The key idea suggested
in [BCG20] is to maintain not a single list whose average yields the desired approximation but rather
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several lists of instructions Lg, L1, ..., L such that averaging according to the instructions in Lg
yields a modest approximation; averaging according to LoU L1 yields a more refined approximation,
and so forth. Averaging according to the instructions given by Lg U --- U Ly gives the desired
approximation. Thus, Lo can be thought of as a crude approximation, Lq a first order correction
term, Lo a second order correction term, etc.

To implement this idea, weights were introduced and, moreover, each list but for Ly was in itself
a list of lists, or bundles. The different instructions in a bundle did not carry useful information by
themselves and it is the bundle which has the desired properties. Lists that correspond to higher
error terms requires the expensive use of bigger bundles and larger weights, and so a delicate use
of balanced and unbalanced samplers is employed in [BCG20] in order to maintain the desired
invariant throughout the recursion and assuring that the bundles and weights do not get too large.

Comparison with [BCG20]

Our work, in comparison, goes back to the use of a single list as in [Nis92, INW94]. We do not
need to maintain several lists, let alone lists of bundles. This makes our construction significantly
simpler and, in particular, spares us from the delicate application of different types of samplers.
The only component we do need are weights, both positive and negative that are unbounded in
absolute value. However, it is straightforward to pinpoint the weights used by our construction
whereas in [BCG20] the weights are computed via a recursive algorithm. As a result, it is difficult
to argue about them. We believe that the simpler and more explicit structure of our construction
would enable future works to combine our construction with other ideas for the purpose of obtaining
improved constructions and derandomization results.

The common theme to both our construction and BCG is working with cancellations. We “read
of” Richardson iteration what cancellations to consider. As we discussed in the end of Section 3.3,
we interpret Richardson iteration as comparing a PRG with the PRG obtained by replacing the first
bit by a fresh truly random bit. The BCG construction, on the other hand, “plant” cancellations
by considering two samplers—one more refined than the other—and encode their difference in their
lists (this requires the introduction of bundles). So, in a sense, BCG’s cancellations are obtained
by comparing one approximation to another where both approximations are obtained via samplers
whereas we make use of one approximation coming from a PRG and another that is obtained
by replacing the first bit by a fresh truly uniform bit. The way we combine these is dictated by
Richardson iteration.

Common aspects with [HZ20, CH20]

For their derandomization result, Cheng and Hoza [CH20] introduce the notion of local consistency.
Informally, the authors consider the difference between applying a generated sequence of instruc-
tions (via a hitting set) to that obtained by the generated sequence when replacing the last bit with
a fresh truly random bit. This is somewhat reminisce to the way we read the cancellations of the
Richardson iteration. However, while local consistency is used for making decisions once a ROBP
is given, we combine the analog sequences using the Richardson iterator in a block-box matter.

The construction of Hoza and Zuckerman [HZ20] also shares similar aspects with ours. There,
they start with a modest-error PRG to get an e-error hitting set by running the PRG for k =
log,,(1/¢) times according to partitions of [n] to k segments, resembling what we do. Instead of
drawing the PRG’s seeds uniformly at random, they derandomize the construction using a hitter.
We note however, that their analysis is very different from ours, and uses a progress measure
concerning reaching an accepting state.
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3.4 Preliminaries

We will often work with block matrices. For instance, we may interpret A € R™*™ agsan n x n
matrix with entries which are m x m matrices. Whenever this interpretation is clear, we let Ai, j]
be the (7, 7)-th block. In this example, A[i, j] € R"*™.

Definition 3.4.1 (WPRG). We say G x pu: {0,1}* — (£ xR)" is a WPRG against Bn,w, ¥] with
accuracy € if for every ROBP B € ([w] x ¥ — [w])™

IE=[u(2) B(G(2))] — E[B(o)]]

N

00 g.

Also, s is called the seed length of G X p.

3.5 The Richardson Iteration
Let A be an invertible n x n real matrix, and assume that B approximates A~!, concretely,
547 <5

for some sub-multiplicative norm. Richardson iteration is a method for obtaining a more refined
approximation of A~! given access to the crude B as well as to the original matrix A.

Lemma 3.5.1. Let L € R™*™ be an invertible matriz and A € R™*™ such that HL_1 — AH < &p.
For any nonnegative integer k, define

R(A,L,k)=> (I—AL)'A.

L7 = RA LB < L7 Ly - egt

Proof. For any matrix Z, the matrices I and Z commute, and so by a straightforward induction,
k
I— Z (I—2)7Z=(-2)".

In particular, for Z = AL,
—R(A,L,k)- L= (I —AL)*,

Thus,
|27 = R(A, L, k)|| = ||(I = R(A, L, k) LY
< |7 HkR(A,L,k)-LH
< LY 1T = AL|FH

= [|L7H| -l = 4) - L
< LR

Hk—l—l
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Following [AKM20] we will be interested in the following instantiation of the Richardson
iteration. Let M = (My,..., M,) be a sequence of w x w matrices. Following [AKM™20] we
consider the (n 4+ 1)w x (n 4+ 1)w matrix

0O M ... 0 0

0 0 My 0 0
M=]0 0 0 0 (3.5)

M,

0 0 0

The Laplacian of M is L = I, 1), — M, and we treat L as an (n+ 1) x (n+ 1) block matrix. The
following claim follows by a simple calculation.

Lemma 3.5.2. Fori,j € [n+ 1], the (i,)-th block of L~ is given by

M,---My, a<b,
L7 a,b] = I, a="b,
0 b>b.

Let B = (By,...,Byn) € (Jw] x ¥ — [w])", and let M; = E,ex[Bi(o)] be the corresponding
transition matrices. Thus, approximating the transition probabilities of B,

M(B) ¥ sy - - M,

amounts to approximating the upper rightmost entry L=![1,n + 1].

Lemma 3.5.3. Let B = (By,...,By) € ([w] x ¥ — [w])". Set M; = E,ex[Bi(o)] and L as in
Equation (3.5). Also, let G: {0,1}* — X" be a PRG against Bn,w,X] with accuracy g, and
constider

def {]Exe{o,l}s [B[a,b—l] (G(:L‘)[ab])] a<b 1 (36)

Mla,b] <
0 a>b

Then,
HL—l _R(M, L, k:)H < (n+1)-((2n +2))eq) L.

3.6 Richardson Iteration Is a WPRG

So far, we have seen that the Richardson iteration can be used to increase the accuracy of any given
approximation to the iterated product

R(M,L,k)[1,n+ 1]~ M- M,.

From an algorithmic standpoint, using efficient matrix multiplication and addition, one can effi-
ciently compute the matrix R(M, L, k). However, we further claim that the Richardson iteration
can be written as a WPRG.

Lemma 3.6.1. Let L, M as in Section 3.5. Then, there exists an explicit function G'x ugr: {0, 1}5/ —
" x R such that .
R(M, L, k) = E.[ur(2)G'(2)].

'The convention is that ]\Aj“ =1.
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Proof. Let M as in Equation (3.6) and write
R(M,L,k)=> A'M
=0

where

AT M- M)=MM—(M-1I).

Note that L % 1 — M is zero except on the diagonal above the main diagonal, namely L|a,b] = 0

for b# a+ 1. Also, Lla,a + 1] = —M[a,a + 1) so it is not hard to verify that

Ma,b—le_ —Ma,b a<b
A[aab]:{o[ ] 1 [ } a>b.

In this notation Ala,b] is a matrix where a,b € {1,...,n}, and so A vanishes below the main
diagonal. We shall denote the two matrices in A by Cy and C

Cola,b] = M[a,b — 1]My_; ,Cila,b] = M]a,b). (3.7)
Plugging everything back to the Richardson iteration we get the following formula
k—1
Rla,b] = ) S (=) [a,14]Chy[r1, o] - Coy [P 1, ] Ca [P, B, (3.8)
m=0a<ri<--<rm<b

t1,ertme{0,1}

with the convention that the single term corresponding to m = 0 is M [a,b]. Again, the above is a
sum of matrices, and so R[a, b] denotes a matrix. It is time to try interpret the above sum in terms

of the PRG G. Recall that for a < b
Mia,a+1] = Bg[Ba(0)], Mla,b] = ~Ey[Ba(G(2)j0p-1))]
and so substituting this into Cy and C] yields

Cola,b] = By o[ Bla,p-1)(G(2)a,p—2] © 7)], (3.9)
Cyla,b] = EalBiup1)(G(@)up1)] (3.10)
In other words, C] simulates the PRG G on B, and C does the same but the last symbol is “fresh”,

i.e. drawn uniformly and independently. Also, Cyla,b], Ci[a,b] are by themselves a sum over all
xz,o0. Denote

Cola, b](z,0) © Blap 1)(G(2)ap 0 0), (3.11)
Cila, b](2,0) < Blap_1)(G(@)ap1))] (3.12)
so that
Cola, b)(z,0) = By »[Cola, b](z, o)), (3.13)
Cila,b)(z,0) = Ey 5[Ci[a, b](x, 0)] (3.14)

2 Assuming that the PRG is marginally uniform which is always the case.
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Note that Ci[a,b] does not depend on o but we include it anyway. Also note that Cyla,b|(z, o),
and C1[a, b](x,0) are sequence of symbols of the appropriate length namely

Cola, b)(z,0), Cila,b](z,0) € ¥*

in contrast to Cpla,b], C1[a,b] which are matrices. For concreteness, let us focus on the entry
R[1,n + 1], which approximates the transition matrix of B and so we can re-write Equation (3.8)
as

RL,n+1]=Eptrze [u(m, t)B(G'(m,t,r, x, 0))}, (3.15)
where

(m,t,r,z,0) = (m, (t1, ..oy tm), (F1y ooy Tm)y (X1, ooy Tmt1), (01, oy 0m)) (3.16)
G'(m,t,r,z,0) = Cy, [1,m1)(x1,01) - - Co,. [Pt "] (T 03) M [P, 7] (Tms1),
(3.17)

How should we define p? First, pu has to account for the signs

(_1)t1+---+tm

Y

but that is not all. The problem is that Equation (3.15) is written as a sum, while a PRG is the
expectation (or average) over its seeds. To correct that, one has to account for this averaging by
taking the weights to be large which cancel out and become a sum. Specifically, we simply set the
magnitude of p to be the number of summands in Equation (3.15)

k—1
plm, 1) = (Z (”,; 1>2m) (e, (3.18)

m=0

The reason that x-s, and o-s are not taken into account in p is that we already take the
expectation over those, so their weights do not need correction. In conclusion, Equation (3.15)
shows that the Richardson iteration is in fact WPRG. O

3.7 The Construction

The problem with the Richardson iteration as a WPRG is that it is too costly in terms of ran-
domness. Let us now account for the seed length s’, namely the amount of randomness needed to
simulate the Richardson iteration as a WPRG:

i. Choose a partition of the interval 1,2,...,n into ¢ sub-intervals [1,71], [r1,72], ..., [Tm,n]. It
is not hard to see that there are
L
()

m=

such partitions.

ii. Simulate the execution of B over each interval using the PRG G independently, namely
with independent seeds.

iii. Refresh Symbols: For every interval [r,, r,+1] choose whether to add a “refresh” symbol in
which the replace the last symbol of the PRG, with a uniform random symbol from X.
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iv. Signs: If the number of non-refreshed intervals (excluding the last interval) is odd then we
add a minus sign (excluding the last interval which is always without a refresh symbol).

In total, if we also include the refresh symbols, the signs, the seeds required to simulate the
PRG on every interval then this amounts to at most

k—1
k(log |X| + sq) + 10g<z (nn_z 1) 2m>

m=0

many bits. The reason for the “at most” is that we should include a refresh symbol only if ¢, = 0,
though it will not make much of a difference. Also, we could try to use a shorter seed when simu-
lating G on short intervals, but again this does not lead to better parameters. Still, Equation (3.15)
falls short of proving Theorem 3.2.1 because it is inefficient in terms of the randomness complexity.
To see that, note that in order to get an error €, one has to take k to be roughly

1
k =log —,
€

though this results in a seed length which is around s¢ - log é In contrast, Theorem 3.2.1 gives an
additive term of log % In order to improve upon the seed length, we do not choose the seeds for
every application of G independently, but rather pseudorandomly using an auxiliary PRG. Fix a
specific summand in Equation (3.15)

B(Ctl [1> 7“1](361, Ul) T Ctm [Tm—lv rm] (xm, Ui)]T/j[rma n](fcm—&-l))

and let (z1,01),..., (Tmt1,0m+1) be free variables (o;41 is not used). The above summand can be
viewed as an ROBP

,t, € .
Bjm ' (xj,05) = B[T]',Tj+172] (2;) 0 BTj+1_1(Uj) tj=0,75<m.
By, ripa)-1(j41) ti=1,j<m

It follows that

(m,t,r)

plmt) 4 (pmn) B,""")

has length ngy, = k, width wgey, = w (same as B), over the alphabet ¥, = {0,1}°¢ x . Hence,
it is fooled by any PRG against the corresponding class of ROBPs. Let

Gauz: {0,1}50ue — 3F

auxr

be the INW generator of Theorem 2.7.2 with accuracy €44,, and seed length

k
Sauz :5G+10g|2|+0<10g2]€—|—10g6 v >

The reason for using the INW generator is its additive dependence on log|%|. Had we used Nisan’s
PRG from Theorem 2.7.1 instead of INW then the seed length of the original PRG G would
deteriorate by a factor of loglog %

We are ready to define the generator, and prove Theorem 3.2.1. Define

Gr(z, (myt,7) ¥ G (m,t,7r, Gaua(2)), (3.19)

where 0 <m <k —1, Gaua(z) = (1001, .., Tmt1 © Omy1) (unused values of Gy, are ignored).
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3.8 Proof of Correctness

Proof of Theorem 3.2.1. We shall prove that Gr as in Equation (3.19) satisfies the requirements of
Theorem 3.2.1, with

=——° andegur = ——5-
log 55715 A1)
Let B € (jw] x ¥ — [w])", and e < 4(n+1) For every fixed i € {0,1,...,k — 1}, partition
r=(ri,...,mm), and signs t = (¢1,...,t,) we have that

|18 (G (2))] ~ Ea[ B (@) < e,

o0

and so by Equation (3.15)
i |
HIE[M(m,t)G/(m,t,r, Gauz(2))] — R[1,n + 1]”00 < (Z < >2m> . Equ-
m=0

By Lemma 3.5.3
IEs[B(0)] = R[L,7 + 1] < (n+1)(2e6)",

and so
o
|E[p(m, )G (m,t, 7, Gaua(2))] — R[L,n+1]|| < (Z < >2m> Equs+(n+1)-(2(n+1)eg)F.

By our choice of k we have that
(n4+1)-(2(n+1eg)* =¢/2.

As for the other term, we have the trivial bound

:LZ <n1> n%:4(n€+21)2.

(n+1)
€2

By our choice of £44, we have that - Equr < € which establishes

||E[M(mvt)B(GR(zv (matﬂﬂ)))] - EU[B(U)]HOO SeE.

We are left with the space complexity which follows from the space complexity required to compute
the INW generator Theorem 2.7.2, and space composition theorem (Claim 2.2.2). O

In order to derive Corollary 3.2.2 we instantiate Theorem 3.2.1 with G being the Nisan’s PRG
from Theorem 2.7.1.

44



Chapter 4

Approximating Powers of Stochastic
Matrices in Small Space

4.1 Background

4.1.1 The Landscape of Randomized Space-Bounded Algorithms

In his survey on space-bounded derandomization [Sak96], Michael Saks proposed a notional system
for classifying space-bounded randomized algorithms. Inspired by [BCD'89], he identified three
important characteristics:

i. Zero/One/Two-Sided Error (See Section 2.3).

ii. Bounded/Unbounded Error: We require that if the answer is “Yes” then the algorithm is
correct with probability strictly greater than 1/2. If the answer is “No” then in the bounded
error setting the algorithm is correct with probability at most 1/3, and in the unbounded
setting at most 1/2!.

iii. Halting/Non-Halting: It is senseless to consider algorithms that do not halt with some nonzero
probability. Still, we may consider algorithms that halt almost surely i.e., for every input the
algorithm halts with probability 1. For example, suppose that our TM reads a random bit
and stops if it sees a '1’ then it does not always halts, but rather halts with probability 1.

We thus have the following four prefixes
Pr, BP, R, ZP,

respectively referring to unbounded error, bounded two-sided error, (bounded) one-sided error, and
(bounded) zero-sided error. For each, we add a sub-script of H indicating that the algorithm always
halts, and omission of it means that the machine is allowed not to halt with probability zero. These
conditions give rise to the following eight types of algorithms that use O(S) space,

ZPySPACE(S) C RgSPACE(S) C BPySPACE(S) C PrgSPACE(S)
NI NI NI NI
ZPSPACE(S) C RSPACE(S) C BPSPACE(S) C PrSPACE(S)

!The numbers 1/3, 1/2 could be chosen to be any two quantities that are bounded from each other by a constant.
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In terms of the classes defined in Section 2.3
BPL = BPSPACE(logn), RL = RgSPACE(logn), ZPL = ZPgSPACE(logn).

Similarly to the suffix SPACE(S), we write TISP(T', S) for algorithms that run O(T') steps in expec-
tation, and space O(S). Adding the above prefixes, and the prefix D for deterministic computation,
we obtain five more classes

DTISP(T, S), ZPTISP(T, S), RTISP(T, S), BPTISP(T, S), PrTISP(T, S).

Note that in the time-bounded setting there is no need to distinguish between the halting and non-
halting models (as the time bound is given). Also, for probabilistic classes we add an additional
parameter R for algorithms that use O(R) random bits in expectation, e.g.,

BPSPACE(S, R)

is the class of bounded two-sided error randomized algorithms that use O(S) space, and O(R)
random bits?. Again, there is no need to distinguish the halting and non-halting models. Obviously,

XSPACE(S, R) C XTISP(R, 5)

for any X € {Pr,...}.

Due to a counting argument any algorithm that always halts and run in space .S, necessarily
runs in at most 205 time. Conversely, algorithms that run more than 20(5) time necessarily do
not halt for some setting of the randomness tape. Therefore, the value of

T — 90(9)

exhibits a boundary behaviour where T, S are the time and space complexities respectively. First,
the former observation suggests that

XgSPACE(S) = XTISP (209 5)
for any X € {Pr, BP, R, ZP}. Similarly, for R > 20(5)
XSPACE(S, R) = XTISP(R, S)

as after exhausting all randomness the machine will necessarily stop after 20(5) steps. Despite
technically unnecessary, it is perhaps more aesthetic to add the sub-script H to BPTISP(T, S),
and BPSPACE(S, R) whenever T, R < 20(5) indicating that, without the loss of generality, the
algorithm always halts.

The following figure is taken from [Sak96] and illustrates the “landscape of randomized space
bounded algorithms” as it is known to date. Observe that there is a collapse in the one/zero-sided,
non-halting model

RSPACE(S) = coRSPACE(S) = ZPSPACE(S) = NSPACE(S),

which is due to Gill [Gil77]. Also, we have left out the unbounded error in the non-halting model
since Jung showed in [Jun81] that

PruSPACE(S) = PrSPACE(S).

?In Saks’s survey [Sak96] he uses the notation X gSPACE.
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[NZ96]
DSPACE(S) = BPySPACE(S,S°W)

|

coRxSPACE(S) «——— ZPygSPACE(S) —— RySPACE(S

| \ / k ar

NSPACE(S) = coRSPACE(S BPySPACE(S RSPACE(S) = NSPACE(S)
[SZ99, Hoz21] [Nis94]
BPSPACE(S)
DSPACE(S%/2/y/Tog S) DTISP (209, 52)
PrSPACE(S)
[Jun81, BCP83]
DSPACE(S?)

Figure 4.1: The landscape of randomized space bounded algorithms (Figure 3 in [Sak96]). Arrows
indicate inclusion.

4.1.2 The Matrix Multiplication Problem

As already indicated in Section 2.4, derandomizing space-bounded algorithms can be reduced to
approximating powers of stochastic matrices. Let us now put the problem of matrix multiplication
in a broader context, and try to paint an analogous landscape similar to that in Figure 4.1.

The computational complexity of matrix multiplication is arguably one of the most studied
problems in the theory of computation, and its importance cannot be overstated. In the time
bounded regime, the matrix multiplication problem was granted a special constant, also known as
the matriz multiplication constant: the smallest constant w for which any n x n matrix can be
multiplied via

O(anro(l))

arithmetic operations. The constant w frequently appears in the running time complexity of al-
gorithms stressing that a better matrix multiplication algorithm yields improved performance. In
the space-bounded regime it is possible to multiply matrices in logarithmic space (See Section 2.2),
which is essentially optimal, and so one is mainly interested in matrix powering instead. Similarly
to the matrix multiplication constant, the complexity of matrix powering has its own complexity
class - DET. As the name suggests, DET is the class of all problems that reduce® to computing
the determinant of a given integer matrix, which can be shown to be equivalent to powering in-
teger matrices (and many other linear-algebraic problems such as inversion). In terms of space
complexity, it is known that [Ber84, Csa76]

DET C DSPACE(S?),

3The reduction is required to run in logarithmic space.
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which is believed to be tight. For more details on the class DET the reader is referred to [Coo85].

The matrix multiplication problem has many natural variants. While many of these often come
up in various applications, the universality of matrix multiplication makes them interesting on their
own right. We list some of these variants:

i. Assuming that the matrices are of a certain type. For example, many important graph
algorithms work with the transition matrix of a graph - a stochastic matrix. Other natu-
ral matrix classes include unitary matrices, doubly-stochastic matrices, matrices of bounded
norm, M-matrices, Z-matrices etc.

ii. Different notion of approximation: exact computation, or approximation with respect to some
notion (e.g., matrix norms).

iii. Powering and Iterated Products: Given n compute the n-th power of a matrix, or more
generally, given n matrices Ai,..., A, compute their iterated products. It is also useful to
compute a polynomial in a given matrix (e.g., see [CCLT15])

p(A) =col + 1A+ A% + -+ gAY,
where p(z) = Z?:o a;z’, or even functions?, e.g., matrix exponential e?.

iv. Large/Small Matrices: Compute or approximate the iterated product of n matrices which are
w X w where n, w are not necessarily comparable, i.e., w < n, or w > n.

Focusing on space-bounded algorithms, matrix multiplication is not merely an important com-
putational problem, but rather captures computation itself. In high level, the execution of an
algorithm can be understood as a local operator on the space of configurations (See Section 2.4).
Here, locality refers to the fact that at any moment a TM can only access one bit of storage, and
it can only decide based on that information and its internal memory (which is constant). While
in most settings locality is crucial, for low-space algorithms the work-tape is extremely short so
locality is usually (if not always) neglected. Assuming this negligence, a low-space algorithm is a
successive application of an arbitrary operator on the space of configurations. Such operator can
easily be described via a matrix. Deterministic computation corresponds to Boolean stochastic ma-
trices, randomized computation corresponds to stochastic matrices, and even quantum computation
(roughly) corresponds to matrices of bounded-norm [FR21].

Going back to the landscape illustrated in Figure 4.1, the problem of approximating the n-th
power of a w X w stochastic matrix is “complete” for the class

BPSPACE(logw,n),

namely randomized algorithms that use logw space, and n random bits. Consequently, whenever
n,w are polynomially related then this problem is “complete” for BPL. For the non-halting model
of

BPSPACE(logw)

it is tempting to consider the problem computing the infinite power series of a stochastic operator
A e Rwxw
T+A+A2+ A3+

*Assume f: R — R has a power series f = > .°°  a,z" then we can define f(A) def o anA”.
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as it encodes all possible powers, and hence accounts for all possible halting times. Assuming the
above series converges, then by the formula for the sum of geometric series

(I—A) =T+ A+ A2+ A3+,

Unfortuantely, the series does not necessarily converge, though we may consider instead what is
called the pseudoinverse of I — A

(I— AT lim (1—(1-8)4)715
§—0t

For classes of type Pr, R, ZP it is possible to consider similar variants. To be exact, the above
computational problems are not complete in the traditional sense as they are not a decision problem.
The completeness of such problems can be formalized and formulated using the concept of promise
problems, though we will not do it here (see [RTV06, Appendix A.2]). Nonetheless, any algorithm
for the matrix powering problem yields an upper bound for the corresponding class. E.g., an
algorithm of type X for approximating the n-th power of a w x w stochastic operator using 7T'(n, w)
time, and S(n,w) space gives

BPuTISP(n,logw) C XTISP(T'(n,w), S(n,w)).

Conversely, the aforementioned problems can be solved via a randomized algorithm of the appro-
priate type that interprets the matrix as a Markov chain (or a graph), and estimates its transition
matrix by sampling random walks on it. Again, the reader is referred to Saks’s survey for more
details ([Sak96, Section 2.4]).

4.2 Our Result

4.2.1 Previous Works

We study the problem of approximating powers of stochastic matrices. Apart from the naive
algorithm presented in Section 2.2, there are two non-trivial algorithms for this problem. The first
algorithm is based on the celebrated Cayley—Hamilton theorem.

Theorem 4.2.1 ([MP00]). For any n,w € N there exists a deterministic algorithm that on input
a w X w matriz A, represented by k bits, outputs A™ using space O(logn + log? kw).

For completeness, we give the formal details in Section 4.9.1. It is also worth noting that the
algorithm in Theorem 4.2.1 is exact, and works for any matrix.

For stochastic matrices, introducing € > 0 approximation error, Saks and Zhou devised an
algorithm [SZ99] that runs in space

O(\/@-log%).

The dependence on € was recently improved by Ahmadinejad, Kelner, Murtagh, Peebles, Sidford,
and Vadhan [AKM"20] using the Richardson iteration (see Section 3.5), obtaining

O (\/ logn - log(nw) + loglog é . log(nw))

5This definition is only valid whenever A is stochastic. There is a general way of defining a pseudoinverse but we
will not go into that.
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space.

Another result that pertains approximating powers of stochastic matrices is due to the afore-
mentioned work of [AKM'20] who showed that the powers of doubly-stochastic matrices can be
computed in nearly-optimal space complexity.

Theorem 4.2.2 ([AKM™20]). For any n,w € N there exists a deterministic algorithm that given
a w X w doubly-stochastic matriz A, represented by k bits, outputs A™ using

)

A doubly-stochastic matrix, is a matrix whose entries are non-negative, and all its rows and
columns sum to 1. Hence, doubly-stochastic matrices form a sub-class of stochastic matrices.
Furthermore, for matrix powering their algorithm essentially applies to any stochastic matrix with
known stationary distribution®, e.g., regular graphs (a.k.a. Eulerian graphs). Their result is an
accumulation of a long line of works [RVW02, Rei08, RV05, RTV06, CKP16, CKPT17, MRSV17,
MRSV19].

(@) (log(nk:w) log log nkw
€

space.

4.2.2 Our Result

The main result of this work is an algorithm that builds and improves upon the classical Saks—Zhou
algorithm (as well as [AKM20]) in the regime n > w.

Theorem 4.2.3 ([CDSTS22]). For any w,n € N, and ¢ > 0, there exists a deterministic algorithm

that given stochastic matriz A € RY*™ approzimates the power A" to within accuracy e = n~ 18"

mn space
5(logn + /logn - logw),

where the O notation hides doubly-logarithmic factors in n and w. More precisely, our algorithm
requires

1 1\?
(0] ((logn + /logn - log w) -loglog(nw) + loglog o log(nw) + <log log 8) )

space.

The algorithm of Theorem 4.2.3 outperforms previous results whenever
w KL n.

For concreteness, let us take w = 2!°8°" for some constant a € (0,1). Assuming w < n, the
Saks—Zhou algorithm requires O(log3/ 2 n) space, and the algorithm that is given by theorem 4.2.1
requires O(log! 2% n) space. We can then conclude a slight improvement to the landscape depicted
in Figure 4.1 proving

BPSPACE(S, R) C DSPACE(log R + S+v/log R),

which improves upon the Saks—Zhou result in the regime of R > log S. Recall that in this regime,
the algorithm necessarily does not halt, and also this is the same as

BPTISP(T, S) C DSPACE(log T + S+/log T).

SSuppose that G is a strongly connected graph, with transition matrix A then by the Perron—Frobenius theorem
there exists a unique distribution 7 such that Aw = w. The distribution 7 is called the stationary distribution of G.
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4.3 Overview

We explain why the Saks—Zhou algorithm fails to provide better parameters in the regime w < n,
and proceed to describe how to adjust it in order to get the improved parameters of Lemma 5.4.1.

4.3.1 The Saks—Zhou Framework
The Saks—Zhou algorithm consists of two ingredients:

1. The celebrated Nisan generator (see Section 2.7.1), which is used as a randomized matrix
exponentiation algorithm.

2. Canonization using the shift and truncate technique (see Section 4.5). By the latter, we mean
subtracting a small quantity from intermediate calculations (i.e., shift), and keeping only
some of the most significant digits (i.e., truncate).

Roughly speaking, the Saks—Zhou algorithm works as follows. The algorithm gets as input a
stochastic matrix A € R¥*% auxiliary randomness for the Nisan generator as well as for the shifts,
and proceeds as follows.

1. Set MO = A.
2. Fori=1,...,4/logn,

(a) Approximate the 2V'°8™_th power of M;_; within accuracy pp using the Nisan generator.

(b) Shift that approximation by a random shift of magnitude ¢ - p2, where ¢ is chosen
uniformly from {0,1,..., L}, and truncate it to a precision of ps.

(c) Set M; to be the result of that shift and truncation.
3. Output ]\A/.fl for i = y/logn.

The crucial point in the above procedure is that the canonicalization step (to be discussed later)
enables the reuse of the randomness needed for the different applications of the Nisan generator.
Specifically:

« Applying the Nisan generator to approximate A2 logn, for an w X w matrix A, requires seed

length of
(0] <log . \/logn)
P1

bits that are fixed and reused throughout the different applications of the Nisan generator.

e Drawing the shifts requires
log L - v/logn

bits.
o Each of the y/logn steps requires O(log %) space.

For simplicity, let us first consider the case w = n. It turns out that p;, p2, and L all have to be
polynomial in n namely,

p1= n~ %W and Py = n~®W and L = n®W.
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The reason why p; and pg have to be polynomially small is because errors accumulate additively,
and if we raise to a power of n, the final error contains a term of order

n(p1 + p2)-

Also, L has to be polynomially large because for each of the w? entries of A, the shift has probability
at least 1/L to be “bad”, and therefore the final error term contains a term of order

,w2

L
Altogether, the space complexity becomes O(logg/ Zn).
Let us now check what changes when we separate the dimension parameter w from the exponent
parameter n, and when w < n. Suppose our input is a w X w stochastic matrix A, and we want
to approximate A". For simplicity, we employ the same approach as before: i.e., we have /logn

steps, each raising to a power of 2V1°8™  Then:

e(1)

e As before, the parameters p1, po have to be n™°\") because the errors accumulate additively

in the exponent parameter n.

« However, L may be smaller now, as there are only w? entries in the matrix A, and we only
need to take a union bound over w?y/logn events (w? events for each of the y/logn steps).
Indeed, our algorithm invests roughly logw random bits for choosing the shifts”.

Doing the calculation of the overall space complexity we see that we have gained nothing since
the space complexity of a single application of the Nisan generator is still

1
O(+/logn + logw + log p—) = O(logn).
1

In fact, any approximation of precision p; that comes from using a PRG must have space complexity
Q(log pil) The crux of the problem lies in the fact that we have to work with accuracy n=?(), and
then it seems inevitable that each step of the \/logn steps should have space complexity O(logn),
yielding the same space complexity of O(log3/ 2n) as before.

In order to avoid the aforementioned loss of parameters in the case w < n we employ the
following approximation scheme: Throughout the computation our matrices will be kept with
n~9M accuracy. However, we purposely decrease the precision of the input matrix to the Nisan
generator by truncating its entries to a precision of w~?(1). The output of the generator then gives

us a “mild” approximation to the oviegn_tp power. Then, to restore the (required) high precision
approximation of n=M we invoke the Richardson iteration (See Section 3.5). It is crucial to note
that although we decrease the precision, this precision is not lost because we keep the untruncated
matrix as an anchor for the correct result: The Richardson iteration combines the untruncated
matrix with the mild approximation of its 2V1°8™-th power, to get a high-precision approximation
of that power.

We are now ready to give a rough outline of our algorithm (see also Figure 4.2). The precise
description is given in Section 4.6. The algorithm gets as input a stochastic matrix A € R¥*%,
auxiliary randomness for the Nisan generator as well as for the shifts, and proceeds as follows.

1. Set My = A.

"Note, however, that each shift has magnitude at most L - p; = n=®W,
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2. Fori:=1,...,+/logn,

(a) Truncate M;_; to a precision of w™21) and denote this by |M;_1].

Q(1)

(b) Set the Nisan generator to work with accuracy w™ and use it to approximate

L]/‘\ZiilJ 2\/logn )
Note that since M;_y ~ [M;_1|, we get M2, ™" ~ | M;_1|2V"*".
(¢) Use the mild approximation obtained above to compute a high precision approximation

RZ ~ ]"\‘4,—;27\/110gn
by applying the Richardson iteration. We stress that the Richardson iteration improves
our approximation with respect to the previous high precision approximation M;_; and
not its truncation.

(d) Shift R; by a random shift of magnitude n~ 1) and truncate it to a precision of n=21),

We set ]\AJ/z to be the result of that shift and truncation.
3. Output ]\Z for i = y/logn.

Figure 4.2 illustrates the alternating nature of the algorithm, zig-zagging between a mild ap-
proximation of w™*® and a high precision approximation of n~ 1) Setting the parameters ap-
propriately, we get that with high probability over the auxiliary randomness, i.e., the seed for the
Nisan generator and the shifts, the algorithm outputs a good approximation for A™ using

5(logn + /logn - logw)

space.

— Richardson R i Richardson R i
0 *seT M "sgeT 2

- = - :

= g Z g

8 = 8 =

& S & <

5 e & =

LMOJ ~ LMOJ% log U/\Zﬂ ~ LM1J2 e

Nisan Nisan

Figure 4.2: Our Improved SZ Algorithm. “S & T” refers to “shift and truncate”.

Averaging over the auxiliary randomness, as done in [SZ99], would yield a space-efficient de-
terministic algorithm, albeit with accuracy of w1 Tt is thus tempting to try and apply an
additional layer of the Richardson iteration in order to improve the accuracy to an arbitrary € > 0
(similar to [AKM™20] for the standard Saks-Zhou algorithm when w = n). However, to apply the
Richardson iteration, the initial accuracy needs to be at least n~%(1) <« w=21) . To overcome this
issue, we observe that while the average does not give us a good enough guarantee, the median
does. Applying the Richardson iteration after taking the median over the auxiliary randomness,
we get our final high-precision approximation.
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4.4 Preliminaries

4.4.1 Matrix Sequences

We shall denote a sequence of matrices by (M) namely

(M) = (M), (M), ..., (M)m),

and m is the length of (M). We caution that the notation (M;) means a matrix sequence named
M;, and so (M;); is the j-th matrix in the sequence named M;. Given B = (by, by, ...) define

(M)p = ((M)py, (M)py ;- - -)-

We extend operations to sequences element-wise, in the natural way. E.g., if T' is some operator

on matrices then T'((M)) is the sequence defined by T'((M)); e T((M);). Similarly, we define the

following shorthand

[T € TT(01),,-

B J

4.4.2 The Richardson Iteration

Recall the Richardson iteration from Section 3.5. Previously, we have used it in Chapter 3 to
derive a WPRG against the model ROBPs, though a more straightforward application of it is an
algorithm that improves the accuracy of matrix iterated products [AKM™*20, PV21, CDR"21]. For
completeness, we provide the short proof in section 4.9.2.

Lemma 4.4.1. There exists an algorithm R that gets as input a sequence of sub-stochastic matrices
(A) = (Ay,..., Ay) of dimension w X w, an integer k € N, and a sequence sub-stochastic matrices
(B) satisfying:

e Ifforalll <i<j<n
1
AiAj— (Bijlle € 77—
then

e R runs in
O(log2 k +log k - log(nT))

space, where T' = max{|A;|, [(B): |} is the mazimum bit-complexity of the given matrices.

In the above lemma, whenever A1 = Ay = --- = A, then it suffices to get as input matrices
(B) = (By,..., By) satisfying
, 1
A - Bl € ——.
4= Bl < ooy

In this case, we shall invoke the algorithm using the syntax
R((B), A, k),

where A=A =Ay=---=A,.
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4.5 Revisiting the Saks—Zhou Framework

We revisit Saks and Zhou’s argument in a different terminology, which would allow us to lay the
groundwork for our improved algorithm given in the next section.

4.5.1 Canonicalization of ROBPs

An important step in [SZ99] is to transform a given stochastic matrix (or a sub-stochastic one) into
an ROBP, in a canonical way. We first make this notion explicit.

Given a w X w sub-stochastic matrix M in which every entry is represented using at most s bits,
let B = C(M) be the ROBP of width w+1, over alphabet ¥ = {0, 1}* constructed as follows. Given
i € [w] and o € X, B(i,0) = j where j is the smallest integer satisfying >, M[i, k] > o - 277 if
such exists, and w+ 1 otherwise. Moreover, we set B(w+1,0) = w+1 for all 0 € . The following
claim then follows easily.

Claim 4.5.1. For a sub-stochastic matriz M, it holds that M(C(M))y, ) = M, where we denote
by Apqy the sub-matriz of A that is formed by taking the rows and columns indexed by a,...,b.

In our work, we will also need to work with lossy canonicalizations, in which we translate a
sub-stochastic matrix with a large bit-complexity into an ROBP over a small alphabet. Given a
sub-stochastic M and t € N, we let C;(M) be the canonicalization of M into an ROBP of width
w + 1 over the alphabet X = {0,1}!, regardless of the representation of its elements. Namely,
B = Cy(M) is defined such that B(i,0) = j, where again, j is the smallest integer satisfying
> ke Mli k] >0 27t if such exists, and w + 1 otherwise. We also set B(w + 1,0) = w + 1 for all
o € % as before.

Claim 4.5.2. Let A be a w X w sub-stochastic matriz A in which every entry is represented using
at most s bits, and lett € N where t < s. Then,

HM(Ct(A))[Lw] - AHOO <w-27"

Moreover, computing C; takes O(log s + logw) space.

An Extended Nisan Algorithm. Recall the Nisan generator presented in Section 2.7.1. For
simplicity, let us only consider an ROBP of width w over alphabet 3 with a transition matrix A
rather than different transitions at each layer. Observe that the Nisan generator, set with length
parameter n, can also approximate all intermediate powers by truncating its output accordingly.

We can now summarize the parameters of the generator as a randomized algorithm for approx-
imating powers of matrices.

Theorem 4.5.3 ([Nis92]). There exists an algorithm N that gets as input an ROBP B € (Jw]x ¥ —
[w])™ with a transition matric A = M(B), an accuracy parameter € > 0, a confidence parameter
0 > 0, and a seed h € {0,1}d'\‘ where dy = O(logn-log nw|2|>. The algorithm runs in space

ed

O(log mg'f‘) and outputs a sequence
N(B,h) = (Mp),

where (My); € RY*Y fori = 1,...,n, and satisfies the following. With probability at least 1 — 0
over h € {0,1}N it holds that for all i € [n],

@)~ A, <=

95



We will often want to feed Nisan’s algorithm with stochastic (or even sub-stochastic) matrices,
rather than ROBPs. The following theorem extends upon theorem 4.5.3 by preforming a canonical-
ization step prior to applying Nisan’s algorithm, and even allows for a lossy canonicalization step
which would be useful toward reducing the space requirements. As it will be clear from context,
we use N for both the algorithm that gets an ROBP as input and for the one that gets a matrix as
input.

Lemma 4.5.4. There exists an algorithm N that gets as input:

1. A w x w sub-stochastic matriz A in which every entry is represented using at most s bits.

2. An accuracy parameter € > 0, a confidence parameter 6 > 0, and a canonicalization parameter
t € N, wheret < s.

3. A seed h € {0,1} for dy = O(logn - (t + log ).
The algorithm runs in space O(logs + log %) and outputs
N(A, h) = (Mp),
each (Mp,); € R**% | and satisfies the following

Pr[Vi ||(Mp); — A'|| > e+ nw-27"] <6.
he{0,1}4N &

When we omit the parameter t, we implicitly set t = s, and then the error guarantee is simply €.
Also, when we set N to output a single matriz, we take it to be (Mp)y.

Proof. We compute B = C;(A) and apply N(B, h,n), which outputs (My)1,...,(Mp),. We then
consider only the first w rows and columns of each matrix. By Theorem 4.5.3, with probability at
least 1 — & over h € {0,1}N, we are guaranteed that

| 1)~ mBy

<e€
[o@)

for all i € [n]. By claim 4.5.2, [M(B) — A||,, < w-27%, and thus, due to claim 2.4.5,
(M) — A*||  <e+iw-27"

The space requirements and the bound for dy readily follows from claim 4.5.2 and theorem 4.5.3.
Note that when ¢ = s, the canonicalization is lossless. ]

4.5.2 Shift and Truncate

Definition 4.5.5 (truncation). For z € [0,1] and t € N, we define the truncation operator |z];
which truncates z after t bits. Namely,

|z]; = max{27" - |2°2],0}.

We extend it to matrices in an entry-wise manner. That is, for a sub-stochastic matriz A, the
matriz | Al has entries | Ali, j]|:.

Lemma 4.5.6. Let y,z € [0,1] be such that |y — z| < 27%. Then, for all { <t we have that

}Zr [lz— 27 # ly — szth <27
where ¢ is chosen uniformly at random from {0,1,2,...,2¢ —1}.
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Proof. Without the loss of generality assume z < y. Note that |z — (272!, # |y — (27|, is
equivalent to
JaeN, a27'e -2 y—(27%). (4.1)

However, by our assumption |y — z| < 272¢ the following union

U [-@y-ec [z (2t 1)2*2t,y) —1

¢ef{o,...,2¢—1}

is disjoint and contained in the interval I which is of length at most |y — 2| + (2¢ — 1)272 < 27
Hence, there is at most one point in I which is an integer multiple of 27, meaning that there is at
most one ( satisfying Equation (4.1). O

The preceding lemma is an important ingredient in [SZ99], that enables one to eliminate de-
pendencies between consecutive applications of Nisan’s algorithm. Think of z as an approximation
to some y obtained by a randomized algorithm that typically returns a good approximation z = y.
Note that while z,y might be extremely close, their truncation may differ if they are on the bound-
ary values of the truncation operator. The idea behind Lemma 4.5.6 is that if we randomly shift
both g, z then their truncation is equal with high probability. Once we fix a good shift our ap-
proximation depends only on the input (and the fixed shift) and not on the internal randomness
used to compute z. See [TS13, HK18, HU21] for additional discussion. Extending Lemma 4.5.6 to
matrices, a simple union-bound gives us the following corollary.

Corollary 4.5.7. Let M, M’ € R¥*™ be such that ||M — M'||
have that

< 272, Then, for all ¢ < t, we

Pr{lM— (27 )i # [ M = (277 4] <w?27°,

where ¢ is chosen uniformly at random from {0,1,2,...,2°~1} and J,, is the all-ones w x w matriz.

4.5.3 Revisiting the Saks—Zhou Algorithm and Its Analysis

Given a w X w stochastic matrix A, we wish to compute A™, where n = 2" for some integer r.
(This can be assumed without any significant loss in parameters.) In this section we describe
Saks and Zhou’s randomized algorithm that uses only O(r3/ 2) random bits, and runs in space
O(r3/?). As discussed toward the end of this section, the algorithm can then be derandomized in
a straightforward manner while maintaining space complexity O(r%/?).

Without the loss of generality we may assume that the input matrix A is given to us using ¢
digits of precision.
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Algorithm: Saks—Zhou (SZ)
Input: Stochastic Matrix A € R¥*% represented to t bits of accuracy.
Output: Stochastic Matrix M € R¥*™ that approximates A% .
Parameters: Let ¢ > 0 be a desired accuracy parameter, and § > 0 be the desired

confidence. Set t = log 2””;”; "2 ¢ =t/2. Instantiate N to approximate powers of order
2" with accuracy ey = 272, confidence dy = %, and canonicalization parameter .

Also, set 7 =logn = rirs.

1. Draw h ~ {0, 1} uniformly.

2. Set M{) = A.

3. Fori=1,...,7r9,
(a) Draw ¢ ~ {0,...,2¢ — 1} uniformly.
(b) Set M; = LN (J\Z_l,h) - C¢2‘2thJt.

4. Output MTQ.

Theorem 4.5.8 ([SZ99]). For any w X w stochastic matriz A, and integers r1,re such that riry =
r =logn
Moreover, SZ(A, h,() runs in space O(r2 -log %)

Proof. We let M; be the “true” random rounding. That is, My = A, and for each ¢
Mi(¢) = [M;—1(Q)*" — 27> T e (4.2)

Observe that the M;-s do not depend on h. For brevity, we omit the dependence on h and (
whenever it is clear from context. .

Next, we argue that with high probability (over h and the (-s), M; = M;. To this end, define
for each fixing of (3,...,(,

GOOD; ¢ = {h € {0,1}M : | M7 — N(M;, h)|| < en}- (4.3)

It is important to note that whenever (i, ..., (; are fixed, the matrices My, Ms, ..., M; are fixed as
well, as opposed to the matrices M, ..., M;, which depend on the choice of h. By lemma 4.5.4, we
get that for any ¢ € [ro] and (1,...,(,

Pr [h S GOOD@,C] >1-—n. (44)
he{0,1}9N

Claim 4.5.9. It holds that
Pr 135 € Ira], M; # M| < row?27! <.
Proof. We prove by induction on ¢ that

Pr 35 < M # M) < (on+w?27t) -
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The base case ¢ = 0 is trivial. Fix some ¢ > 1, and denote by E the “bad” set
E = {(h,¢): 3j <i such that M; # M; or h ¢ GOOD;_}.8
Next, we write
Pr (3 < i, M; # My| = Pr[E]Pr [3j <, M; # My | B| + Pr[=E] Pr [M; # M, | -E]|
< Pr[E] + Pr [Mi £ M, | ﬂE]
< Pr [aj <, M; # J\Z} +Pr[h & GOOD;_y (] + Pr [MZ- £ M, | ﬂE} .

By the induction’s hypothesis the first term is at most (6 + w?27¢)(i — 1), and by Equation (4.4)
the second term is at most dy, so it suffices to show that

Pr |M; # M; | ¥j<i Mj=M; and heGOOD; 1| <w?2™

In fact, we shall show that for any fized (1,...,(—1 and h satisfying the above conditioning, we
have s
Pr [Mi ” MZ} < w22t

Since h € GOOD;_1 ¢,
| M7 = N(M; 1, h)|| < en.

Recall that we assumed that ]\71-_1 = M;_1, and so
s n(FTe )] =2
x

4

as well. By corollary 4.5.7, with probability at least 1 — w?2~¢ over (;,

(MEY = G272 ], = [N(Miy, k) = G272
t
which simply amounts to M; = M;, as desired (see eq. (4.2) for the definition of M;). This completes
the inductive step. ]

Next, we handle the accuracy guarantee.

Claim 4.5.10. For alli € {0,1,...,72} and all ¢ it holds that

i—1
< 2—t+lw Z 9JT1
Jj=0

HM@ _ AQi'rl

o

In particular, | M, — A" < e.

8For brevity, we use the notation GOOD; ¢ even when the ¢ vector contains more than j elements, in which case
we just ignore the rest of them.
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Proof. We prove the claim by induction on i. The base case follows since My = A. Fix some ¢ > 1.
By the definition of M; we have

|M; = M| < 27042720 ot

‘ max

and so by Claim 2.4.4, [|[M; — M| < 27" lw. Write

oo

e

or1 271 2(7171)7“1 2m
<+ HMZ,_1 — (a2 H |
o0
By the induction’s hypothesis and Claim 2.4.5, the second term is at most

1—2
or . 97y, § 2Jr1
7=0

Overall, we get

i—2 1—1
HMl - A2w1 < 27t+1w + 971, 27t+1w Z 2jr1 < 27t+1w Z 2,]'7"1‘
00
Jj=0 J=0

This completes the induction. The “In particular” part follows from our choice of parameters,
noting that 271w . 2" < e. O

claim 4.5.9 tells us that with probability at least 1 — 6, Mm = M,,. By claim 4.5.10 above,
|3, -

< g, so the correctness follows.

For the space complexity, by lemma 4.5.4, N takes O(rl + log ﬁ) space and the rest of
the operations per iteration are absorbed within the latter term. This yields space complexity of
r2-0<r1+logﬁ>:r2~0(log%). O

Given the above theorem, one can readily obtain a deterministic algorithm for matrix powering
by averaging over all seeds, using space

O(r2€+dN —Hogw) = O(rglog% + 124+ logﬂ)
€d €d €d
Setting 1 = ro = /7 = V/logn, and § = &, one gets O(e) approximation in the induced ¢, norm

using space
O(x/logn -log %>
€

We omit the details as we take a different approach for this final step in our improved algorithm.

4.6 Algorithm Outline, Correctness, and Complexity

In this section, we present our improvement upon the Saks—Zhou algorithm to obtain better space
complexity for approximating large powers of matrices, following the outline given in Section 4.3.
To this end, we devise a randomized algorithm which is derandomized in section 4.8, state its
correctness, and space complexity.
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Algorithm: Improved Saks-Zhou (SZjmp)
Input: Stochastic Matrix A € R¥*" represented using to bits of accuracy.
Output: Stochastic Matrix M € R¥*™ that approximates A% .
Parameters: Let ¢ > 0 be a desired accuracy parameter, and § > 0 be the desired

16nw?ry

confidence. Set t1 = 4ry + logw, to = log =52, £ = log
approximate powers of order 2" with accuracy ey = 272"1, confidence éy =

%. Instantiate N to

[
%, and
canonicalization parameter t1. Also, set r = logn = rirs.

1. Draw h ~ {0, 1} uniformly.
2. Set Mg = A.
3. Fori=1,...,7r9,

(a) Draw ¢; ~ {0,1,...,2° — 1} uniformly.
(b) Compute M; = LR(N (J\Z_l, h),z\Z-_l, 3t2) (2 JwJ

to

4. Output MTQ.

Remark 9. The Richardson iteration may output a matrix which is not sub-stochastic, but as we
shall see from the analysis, if this happens the algorithm can simply ‘quit’

The parameters are chosen to satisfy the following constraints:

l < tog, (45)
t1 < ta, (4.6)
1

—t

EN + w - 27"1 1 g m, (47)
1

—t

22 < T (4.8)

Equations (4.5) and (4.6) are so that we can apply Corollary 4.5.7, and Equations (4.7) and (4.8)
are so that we can apply the Richardson iteration (Lemma 4.4.1).

Lemma 4.6.1. For any w X w stochastic matriz A, and integers ri,rs such that riro = r = logn

lig[HA” —SZimp(A, 1, Q)| = 5] < 4.

Before delving into the analysis, let us briefly discuss our parameters. We start with the
truncation parameters t1, ts. The parameter to determines the accuracy of the algorithm, and is
governed by n. The second truncation occurs implicitly within the canonicalization step where we
truncate all but the first t; bits before applying the Nisan generator. The parameter t;, which
is governed by w and r1, does not affect the accuracy due to the Richardson iteration performed
right after. The “shift” parameter ¢ is the amount of randomness we invest in the shifts, which
also determines the probability in which the shifts are successful. Note that we set ¢ < t3, and in
particular ¢ does not depend on n and the accuracy parameter . In contrast, in [SZ99], £ = Q(¢)
(see section 4.5).

Next, we determine our algorithm’s space complexity.
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Lemma 4.6.2. The algorithm SZimp(A, h,() can be implemented in

1 2
O| (logn + rzlogw) - loglog o rolog = + 19 (log log @>
ed 1) gd

space.

Proof. Consider the function f (]\Z) = E+1 describing one iteration of item 3. Note that this
function has the same input and output length — a w x w matrix, and that each entry is represented
by t9 bits. The function f is itself the composition of three functions:

e The Nisan generator N: By Lemma 4.5.4, this takes

w

O(loth + 71 + log ) = O(loglogg + 71+ log E)

EN 5N 1)
space.

o Richardson Iteration: By Lemma 4.4.1, this takes

2
O(log2 to + logts - log(2 wty)) = O((log log %) + log(2" w) - log log m;)
5 5

space.
« Truncation: Takes O(logtz) = O(loglog ™) space.

The algorithm is a composition of f on itself ro times so by corollary 2.2.3 we can sum the above
and multiply by 73, obtaining our desired overall space complexity. O

4.7 Proof of Correctness

Throughout the analysis we shall assume that Equations (4.5), (4.6), (4.7), (4.8) hold.

Proof of Lemma 4.6.1. We let M; be the “true” random rounding, similar to the analysis in sec-
tion 4.5. That is, My = A, and for each i € [ry],

M;(¢) = [Mi—1(Q)*" = G272 0], - (4.9)

Observe, again, that the M;-s do not depend on h. For brevity, we omit the dependence on h and
¢ whenever it is clear from context. s

Next, we argue that with high probability (over h and the (-s), M; = M;. Toward this end, we
similarly define for each fixing of (,

GOOD; - = {h € {0,1}™ : V5 < 2" | M] — N(M;_1,h);

—t
il Sentw- 2777 (4.10)

HOO

where (M.(l), e ,M.(zrl)) = N(M;,h). (Note that here we feed N with M; and not ]\Z, similar to

3 3

what we did in section 4.5.) By lemma 4.5.4, we get that for any i € [ro] and ¢ = ((1,. .., ),

Pr [h S GOODLC] >1-—n. (411)
he{0,1}9N
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Claim 4.7.1. It holds that
Pr [ak My # Mk} < <5N n w22—f> ry < 6.
Proof. The proof is similar to the proof of claim 4.5.9. We prove by induction on i that
Pr [Hk <i, My # Mk} < <5N + w224> v
The base case ¢ = 0 is trivial. Fixing some ¢ > 1, we denote by E the set
E ={(h,¢): Ik <i such that My # M, or h ¢ GOOD;_ i},
and again we have
Pr [ak <i, M), # Mk} — Pr[E]Pr [ak <i, My # My | E] + Pr[~E] Pr [MZ- £ M, | ﬂE}
< Pr{E] + Pr |M; # M, | ~E]|
< Pr [Hk: < i, My # Mk} +Pr[h & GOOD;_1 ] + Pr [Mi £ M, | ﬂE] .

By the induction’s hypothesis the first term is at most (dy +w?27¢)- (i — 1), and by Equation (4.11)
the second term is at most dy. Thus, it suffices to show that

Pr [Mi # M, | Vk <, My, = My, and h € GOODi_LC} <w?2~l
We show that for any fixed (3,...,(;—1 and h satisfying the conditioning, we have
IZr [MZ #* ]\Z} < w274
Since h € GOOD;_1 ¢, for all j < 2™ we have that

HMij—l N N(Mi—lﬂh)jH <en+w-217H,

[e.o]

Recall that we assume that ]\Afi_l = M;_1, and so for all j < 2™,

<eny+w-2m7h,
o0

HMij_l - N(J\Z,l,h)j

Using Lemma 4.4.1 and the guarantee of Equations (4.7) and (4.8), we get

)

|R(N(Mi-1, ), My, 3t ) — ME

< (2 4 1)-2730 < 9722,
o
Thus, by Corollary 4.5.7, with probability at least 1 — w?2~¢ over ¢,

[ME = G2 |, = [R(N(Ma, h) M, 38 ) — G272 |

to

and recalling the definition of M; from Equation (4.9) we see that it simply means that M; = ]\Z
This completes the inductive step. O
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For the accuracy guarantee, we have

Claim 4.7.2. For alli € {0,1,...,72} and all ¢ it holds that

HMZ . Azirl

1—1
< 2ty § 2Jr
o0 j:0

In particular, | M,, — A"||, <e.
The proof is identical to the proof of claim 4.5.10, so we omit it. To conclude, note that
by claim 4.7.1 we have that with probability at least 1 — ¢, M,, = M,,, and by claim 4.7.2 we

establish the accuracy guarantee H]f\\fr2 — A™|| < e. The space requirement was established in
lemma 4.6.2. O

We note that by averaging over all seeds (namely, h and the (-s), taking § = ¢ ~ i,

get a deterministic approximation, and this was also done in [SZ99]. However, we can get a much
better accuracy, and this is the content of the next section.

we would

4.8 A High-Accuracy Deterministic Approximation

In this section we prove our main result, Lemma 4.8.1, giving a high-accuracy deterministic algo-
rithm for approximating A". Note that SZjm, does not provide us with one good approximation
but requires a seed. In [SZ99], Saks and Zhou averaged over the outputs of all seeds. When ¢ = §,
this would give an O(e)-approximation deterministic algorithm.

Recall that Richardson iteration forces us to take € ~ % The dependence of Lemma 4.6.1 on
¢ is only double-logarithmic, and so taking a tiny € does not deteriorate the space complexity by
much. The dependence on §, however, is logarithmic. Thus, to gain any improvement we cannot
afford to take § ~ ¢ as would be the case if we “mixed” the § fraction of bad matrices together
with the accurate ones. Our key idea here is as follows: Instead of averaging, we iterate the SZjm,
algorithm over all (h,()-s and take the entry-wise median of the outputs. This approach only
requires us to take § = O(1). Toward that end, given a set of matrices {A1,..., A, }, we denote by

median;e,,] A; the matrix M for which M]a, b] is the median of A;[a,b] over all i € [m].
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Algorithm: Improved Saks—Zhou (SZﬁnp)

Input: Stochastic Matrix A € R¥*%,

Output: Stochastic Matrix M € R*¥*¥ that approximates A™.

Parameters: Let ¢ > 0 be a desired accuracy parameter, and § > 0 be the desired

confidence. Instantiate SZjy,p, with g5z, = m, sz, = 1/4. The parameters

71,79 are instantiated therein.

1. Fori=1,...,logn, compute

My = median SZimp (LA J49s 1y C)

with r1 = ro = V/i for approximating the 2'-th power.

2. For j € [n], we let b; ; € {0,1} be such that j = Ziﬂzognw bi ;2¢ is the binary repre-
sentation of j. Compute

3. Output M = R ((Ml,...,ﬂn),A, k) for k = [log 2 + 1].

Remark 10. For simplicity we assume \/i is an integer (although it is clearly not). A more precise
is to consider |\/i] instead and approzimate the olVil® 4p, power using the SZimp algorithm. As
i — L\ﬁJZ < 2Vi + 1, computing the “missing” 20(Vi) power can be done via the naive matrix
multiplication algorithm (Claim 2.2.5) without effecting the overall space complezity.

For the above choice of parameters, we get that the truncation parameter t5 from Section 4.6
satisfies

= O (log nw) .

Also, note that dy in SZ), satisfies

dy =0 (r% + 71 - log 57“2w ) =0 <logn+ v1ogmn - logw> ,
SZ,

Imp

and the number of bits needed to represent (i, ..., (., is given by
I¢| =0 (7“2 -log 57‘221) > =0 (\/logn -loglogn + +/logn - logw) .
SZ|mp

The proof of Theorem 4.2.3 is now a corollary of the following statement.

+

Imp above satisfies

Lemma 4.8.1. Given a w X w stochastic matriz A, the algorithm SZ
S
oo

and runs in space
1\? 1
0] <logn + +/logn - log w) -loglognw + | loglog Z + loglog - log(nw) | .
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Proof. First, note that for each i, | My | = O(w?t,), and so

‘]\Ajj‘ =0 (w2 (t2 + logw) logn) = O(w2t2 logn).

We start by analyzing the space complexity.

» Following Lemma 4.6.1, the SZnp algorithm with the prescribed parameters takes

2
1 nw
+ 79 (log log )
5SZ|mp €SZImp(SSZImp

@) ((logn—i— \/@-logw) -loglognw) ,

and running it for logn times requires only an additional counter of loglogn bits.

@) ((log n + rologw) loglog + 1o log

5sz|mp5sz|mp

space, which is

e Computing the median of m numbers ay,...,a,, each represented via ¢ bits can be done in
O(logm + logt) space. E.g., for a fixed number a;, we can go over all a;-s and count how
many of them are smaller than a; breaking ties lexicographically, i.e.,

a; < ayp <= (a; <ay)V ((a; =ay) A (i <i)).
In our case, this amount to

dn + (¢ + O (log taw?) = O (logn—l— Vlogn - logw) .

e Computing the powers in Item 2 takes
O (loglogn - log(taw?)) = O (loglogn - log(wlogn))
space.

o Applying R takes

nY\ 2 n 5
(0] (loglog —) + loglog — - log ((n + 1) - w”t log n)
€ €

space, following Lemma 4.4.1, which is

1\ 2
0 <<log log > + loglog n. log(nw)> .
5 5

Our algorithm is essentially a composition of the above procedures, and so the claim on the space
complexity follows from composition of space-bounded algorithms (Claim 2.2.2).

We now proceed with the correctness. By Lemma 4.6.1, for at least % of the (h,()-s, we have

Hsz.mp(LAJtz,h, Q) - A1

< Hsz.mp(LAJtQ,h,C) - A3

< 5SZ|mp7
max o0

and so for at least 3 of the (h,()-s we get that for all (a,b) € [w]?,
SZump (1A iz, hs ) [0,8] = LAJ [0, 8] < 252y
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Thus, for all (a,b) € [w]?,

’(mehdcian SZimp ([ Alt,, b, C)) [a,b] — LAJ?; [a,b]| < E5Zipmp-
This is true for all indices (a,b) and all ¢ € [logn] and so by Claim 2.4.4, for all i € [logn],

¥ - 1412,

< WESZ|pmp -
o0

By Claim 2.4.5, HAj — LAJ%H < jw272, and applying Claim 2.4.5 again for multiplication of
o0

log n matrices, we get that for every j < n,

H]\?] — AjHOO < HJ\% - LAJ{Q T HLAJ{Q — AjHOO < Eszmpwlogn + nw2 ™" < 4(n1—i—1)
Using Lemma 4.4.1, we obtain
HR((Ml,...,Mn),A, B-A"| <m+1-27F<e
which completes the proof. O

4.9 Appendix

4.9.1 Spectral Algorithm for Matrix Powering

In this section we prove Theorem 4.2.1. The idea is to use the Cayley-Hamilton Theorem as was
done, e.g., in [MP00]. The algorithm for computing A™ given A € R¥*" is as follows.

1. Compute the characteristic polynomial of A and denote it by p(X).
2. Compute r(X) = X™ mod p(X), where deg(r) < deg(p) = w.
3. Compute r(A).

To implement the above in a space-efficient manner, we use the following two results from
parallel computation. The first one is due to Berkowitz, who gave a parallel algorithm for computing
the characteristic polynomial.

Theorem 4.9.1 ([Ber84]). There exists a logspace uniform family of NC? circuits that computes
the characteristic polynomial of a given matriz. In terms of space complexity, on input A € R¥*¥
the algorithm runs in space O(log|A| - logw).

The second algorithm is for polynomial division.

Theorem 4.9.2 ([Ebe89]). Division of polynomials over the integers can be done in logspace
uniform NC!.

It turns out that one can even perform polynomial division, and various other polynomial (and
integer) arithmetic in TCY (see, e.g., [RT92] and references therein).

Claim 4.9.3. The above algorithm to compute A™ can be implemented to run in space O(logn +
logw - log |A]).
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Proof. By Theorem 4.9.1, Item 1 can be done in O(logw - log |A|) space. Item 2, following Theo-
rem 4.9.2, can be done in O(log(n-|A|w?)) space, and Item 3 can be done in O(log? w+logw-log|Al)
space using Claim 2.2.6. The overall space complexity then follows from composition of space-
bounded functions.

The correctness of the algorithm follows from the Cayley—Hamilton Theorem which states that
if p(X) is the characteristic polynomial of a matrix A then p(A) = 0. Since 7(X) = X" mod p(X)
there exists a polynomial ¢(X) such that X™ = ¢(X)p(X) + r(X) and so

A" = q(A)p(A) +r(A) = r(A).

4.9.2 Proof of Lemma 4.4.1

In this section, for completness, we prove Lemma 4.4.1.

Proof of Lemma 4.4.1. The algorithm constructs the following pair of block matrices which consists
of (n+ 1) x (n+ 1) blocks of w x w matrices. For 0 <i,j < n,

A =541, Aij 1>,
0 otherwise. 0 1< J.

The algorithm then outputs the matrix R(A, B, k) as given in Section 3.5.
The space complexity of the algorithm follows by Claim 2.2.6. As for the correctness, first
observe that

AT > g,
ATVl =8 L, i=1],
0 i< j.
By our assumption ||A~L[i, j] — B[i, j]|| _ < m for every 0 < ¢,j < n, and so
1
—1
4=~ B|| <.

Lastly, note that ||Al|,, < 2 and by the sub-multiplicativity of |-|| ., we get
_ _ 1
|1 = BA|l < [[(A7 = B)A|| , < [|[A7 = B]| - 4]l < 5-

The correctness now follows by Lemma 4.4.1.
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Chapter 5

Approximating Products of Stochastic
Matrices in Small Space

5.1 Background

In light of the powering algorithm of Chapter 4 it is natural to ask: what is the space complexity
required to approximate the iterated product

Ay Ag--- A,

of A1,..., A, € RY*" stochastic? There is a standard reduction from matrix iterated product to
matrix powering: Let Aq,..., A, € R¥*" then the [1,n + 1]-th entry of

n

0 A ... 0 O
0 0 Ay O 0
0 O o . 0
: A,
o o0 ... ... O

is exactly the iterated product A --- A,. The downside is that the above matrix is of dimension
nw (rather than w). Combining the reduction with the Cayley—Hamilton based algorithm (The-
orem 4.2.1) yields space complexity of O(log2 nw), worse than the naive algorithm (Claim 2.2.7).
However, combining it with the Saks—Zhou algorithm gives the same non-trivial space complexity

i O(\/@-log%)

The algorithm of [AKM*20] for computing powers of doubly-stochastic matrices does extend to
iterated products using the above reduction, and so for iterated products of doubly-stochastic
matrices we get the nearly-optimal space complexity of

O (log nw log log %) .

As previously mentioned, their powering algorithm extends to any stochastic matrix with known
stationary distribution, though it is unclear thus whether it extends to iterated products, namely:
given n matrices Ay,..., A, along with their stationary distribution my,...,m, approximate the
product

Ay A,
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While technically there is not much sense in considering such products it does indicate a gap in our
understanding. One might argue that an optimal algorithm for approximating powers of general
stochastic matrices yields an optimal algorithm for the iterated product problem, suggesting that
we should focus on matrix powering. On the other hand, it might be unreasonable to expect any
progress for the matrix powering problem that does not go through the iterated product problem.

5.2 Our Result

We extend the algorithm presented in Chapter 4 to iterated products.

Theorem 5.2.1 ([CDSTS22]). For any w,n € N, and € > 0, there ezists a deterministic algorithm
that given n stochastic matrices Ay, ..., A, € RY*Y approximates the iterated product

AjAs - A,

logn

to within accuracy e =n~ in space

5(logn—|— \/@-logw),

where the O notation hides doubly-logarithmic factors in n and w. More precisely, our algorithm
Tequires

1 1\?
(0] ((logn + +/logn - log w) -loglog(nw) + loglog o log(nw) + <10g log 5) )

space.

For concreteness let us focus on the regime w = 2V1°8™  Ag explained above, the algorithm of

Theorem 4.2.1 does not extend to iterated products, and the Saks—Zhou algorithm requires
O(log®/? n)

space, which exactly matches the space complexity of the naive algorithm Claim 2.2.8. In fact, for

the problem of computing the iterated product in the case w = 2V°8™ nothing better was known

apart from the naive algorithm, whereas our algorithm achieves nearly-optimal space complexity
of
O(lognloglogn).

5.3 Overview

Let us try to naively extended the powering algorithm suggested in Chapter 4 to iterated products
as follows:

1. Use the Nisan generator to approximate iterated products of 2V1°8™ matrices, instead of the
2VIoen_th power of a single matrix.

2. Recursively, partition the iterated product to iterated products of 2V!°8™ matrices. After
v/logn iterations, the entire iterated product is approximated.

There are three major issues with this naive attempt:
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1. The Shifts: Previously, we used a fresh shift in every iteration. In the case of iterated
product, there are many input matrices. We cannot afford to perturb each of those via a
distinct independent shift. Can we use the same shift on all the different matrices? If not,
what else can we do?

2. The Confidence Parameter: In the matrix powering algorithm the Nisan generator has to
work against any power

1/logn A22\/logn \/logn
b b

A, A A LA™

As there are only y/logn such powers, we could choose a large confidence parameter Jy (see,
e.g., Section 2.7.1 or Lemma 4.5.4) and still be sure that with a good probability over h, our
choice works well for all the y/log(n) matrices above.

In contrast, for the iterated matrix product algorithm, we need to fix a single h that works
well against any sub-product, and there are n such products. Therefore, the confidence
deteriorates to n - oy which forces us to take dy smaller than % However, in this parameter

setting the Nisan generator has seed length Q(log3/ 2 n) which is too much for us.

3. Space Complexity: In the the space complexity analysis of Lemma 4.6.1 we used composition
of space bounded algorithms, where the space complexity of each layer was roughly O(logw).
However, in the iterated matrix product case there are roughly n terms in the product, and
then it seems the space complexity of each layer has to be Q(logn) even just for the indexing.
Thus, the total space complexity is Q(log3/ 2 ), which is again too much for us. Can we avoid
this loss?

Improving the dependence on the confidence parameter

The discussion above shows that the confidence parameter has to be smaller than % Nisan’s

generator, however, has bad dependence on §, and this forces us to use another PRG with a better
dependence on the confidence:

Lemma 5.3.1. There exists an algorithm A that gets as input:

1. A sequence of w x w sub-stochastic matriz (A) = (Ai,..., An) in which every entry is repre-
sented using at most s bits.

2. An accuracy parameter € > 0, a confidence parameter 6 > 0, and a canonization parameter
t € N, wheret < s.

3. A seed h € {0,1}N for dy = (logn - (t 4 log ™) + loglognlog%).
The algorithm runs in space (logs + log ™% + log log %) and outputs
A((A), h) = (M),

each (My,); € RX", and satisfies the following. With probability at least 1 — § over h € {0,1}N,
it holds that for all 1 < i < n,

H(Mh)z — A AZHoo <e4+nw- 27t

When we omit the parameter t, we implicitly set t = s, and then the error guarantee is simply €.
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Comparing Lemma 5.3.1 with Lemma 4.5.4, we see that Lemma 5.3.1 improves the dependence
on 0 both in the the space complexity and the length of dy. Henceforth, we shall denote this
parameter by d,, distinguishing it from the previously used dy, and similarly 5 instead of en. The
construction of A is as follows. We start with Nisan’s PRG with constant confidence, and amplify
its confidence to the desired ¢ using a sampler. For a formal description, and a discussion of the
solution (and the use of samplers), see Section 5.8.2.

The space complexity of composition

As discussed above, in our case there is a subtlety regarding the space complexity of the composition,
because we cannot afford to keep a fresh index at each layer of the composition. We resolve this
issue by noting that some of the indices can be maintained globally. In Section 5.8.1 we prove
Lemma 5.8.2 which is a generalization of the space composition theorem (Claim 2.2.2) that may
be interesting on its own right.

Dealing with the shifts

The shifts are the bigger issue, and resolving it requires new ideas and technical effort. Previ-
ously, in the powering algorithm, we invested only O(logw) random bits per a single shift, and we
had 7o such shifts, one for every matrix we encounter in the computation (namely, the matrices
A AT A% A™). However, now we have 2(n) intermediate matrices, and we cannot afford
to use a fresh shift for each intermediate matrix.

We therefore try a new approach. Instead of using a fresh shift in every iteration, we shift the
input. Also, as we have n input matrices A1,..., A,, we use the same shift { on all of the n input
matrices. As we need each of the shifts to work well, we need a union bound against n matrices,
and we therefore use O(logn) bits for choosing the shift (. Thus, we cannot afford to do such a
shift at each layer, and instead we study what happens when we just shift the input, and we do
not shift intermediate layers. Our first attempt is the following algorithm, where t5 = O(logn),
t1 = O(logw), r1 - ro = logn (and for simplicity, say r1 = r2 = y/logn):

1. Shift the entry of each of the input matrices by a random ¢ ~ 2722 .{0,1,...,2t2/2=1 — 1},
2. Fori=1,...,79,

(a) Partition the iterated product to sub-products, each of 2" matrices.
(b) Truncate the matrices to precision ¢; and use A to approximate the iterated sub-products.

(¢) Regain the high accuracy via the Richardson iterated, and then truncate to precision ts.

3. Output ]\71«2-

As before, the role of the outer rounding is to decorrelate the randomness h from the output, and
at this stage it is unclear yet whether it achieves this goal. Notice that we shift all inputs by the
same shift using O(logn) bits for that single shift, whereas in the powering algorithm we used
independent shifts for every intermediate calculation using O(logw) bits per shift. We stress that
there are no other shifts for intermediate calculations in the algorithm. Our hope is that investing
O(logn) bits of randomness in this initial single shift “takes care of all future iterations”.

The analysis of this first attempt boils down to algebraically expressing how a shift of the input
effects the output product. In Lemma 5.5.2 we prove that a shift { of each entry of Ai,..., A,
results in an error matrix E((), where

0 < B(Q, 4] < ¢- T, 1,
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and the matrix T is defined by:
TEJ, S Apyr - Ap. (5.1)
k=1

This implies that each entry of E has magnitude at most n2¢. However, generalizing the rounding
lemma (Lemma 4.5.6) to the case where the shifts are given by some error function E(() reveals
that in this case we need to bound F(¢) not only from above, but also from below. We give the
precise details in Lemma 5.5.3. Luckily for us, a closer look reveals that

0< (1 —=wnQ)¢ T, j] < E(Q[i,j] < ¢-TT[i, jl,

and that with a good probability a { shift of the input is “good”, in the sense that the output is far
from the boundary of a truncation. In particular, we conclude that at least in the first iteration,
with a good probability over the shift, the truncation indeed decorrelates h from the output. We
give the precise details in Section 5.5.

Furthermore, by taking a union bound over all the true matrices that are obtained as partial
products in the computation, we see that with high probability (over the initial shift) all these
products are safe, in the sense that all the entries appearing in them are at least p-far from a 272
boundary, for p and 272 that may be polynomially small in n. Thus, if we could approximate the
correct matrices with accuracy better than, say, p/2, then that approximation is also p/2 safe, and
a truncation to 9 bits of accuracy gives a pre-determined result, independent of h.

However, the main challenge in the analysis is that we need to track the shift effects not
only through multiplication, but also through the truncation steps that we have throughout the
computation. Here the approach runs into an unexpected problem: how should we choose the
parameter p? Clearly, p should be smaller than 27 (as we want to be p-far from a 272 boundary).
However, when we truncate to to bits of accuracy, we introduce an error of 27, and so p > 272,
Indeed, after the truncation to ¢y bits of accuracy, we are always at a 272 boundary point, and
therefore the approximated matrix that we get is never safe no matter what shift we choose.

To summarize, there are two contradicting forces in our strategy: (1) perturbing the input,
and (2) the truncation. While the initial perturbation makes all correct iterated products safe,
the truncation makes the approximated matrices unsafe. Perhaps a natural approach is to allow
a deterioration in the truncation parameters, namely make to smaller as the algorithm progresses.
However, this does not work either because seemingly the argument loses log% bits of precision in
every iteration, which is roughly logn.

Our solution to the problem is to introduce another Richardson iteration step to make p smaller
than 27 ultimately breaking the dependence between p and t3. Specifically, our final algorithm
is the following:

1. Shift the entry of each of the input matrices by a random ¢ ~ {0,222, ... 27202.(202/2-1_1)},
2. Fori=1,...,79,

Partition the iterated product to sub-products, each of 2" matrices.

Truncate the matrices to precision t; and use A to approximate the iterated sub-products.

3. Output ]\77«2.
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An exact outline appears in the next section.

The fact that we use two Richardson steps at each layer may look perplexing at first. However,
the utility of the two Richardson steps may be simply explained. The inner Richardson iteration,
combined with the truncation performed right after, is designed to decorrelate h. On th other
hand, the outer Richardson iteration maintains a small universal error p independent of the inner
decorrelation procedure. Thus, while the matrix after the rounding is not safe, the outer Richardson
iteration brings it closer to the correct value - so close that it must be safe.

5.4 Algorithm Outline, Correctness, and Complexity

The algorithm partitions the inputs of the iterated product into groups of size 2™, approximates
the product of elements in each group, and recurses. This defines a tree of depth ry = % and arity
2" where the n = 2" inputs are the leaves. Every level of the tree is a sequence of matrices: the
bottom level consists of 2" matrices, the level above it consists of 2"~"! matrices, and in general the
i-th level consists of 2" """ matrices'. Every node in the recursion tree stands for the approximated
product of its children, and consequently the product of all its descendants in the tree. In order
to formally outline and analyze our algorithm we shall need to find a proper way to index these
nodes.

Recalling the notation of matrix sequences (see Section 4.4), let (M;) denote the matrix sequence
in level 7, and consider its j-th matrix (M;);. For simplicity, let us assume that the computation
is exact, i.e., every node equals exactly the iterated product of its children. We thus have the
following simple recursive relation: the product of a node’s descendants, equals the product of the
iterated products associated with its direct children. Algebraically, denote by I'; ;, L; ; the children
and descendants of the j-th node in depth ¢ then

[Ty =TT I (Mi-v), (5.2)

Li; kel ; Li—1,k

where we use the shorthand []5(M) ot [I1cp(M)i. One can work out an exact formula

Iij={k+(G—-1)2" |1 <k<2M},
Lij={( =12 +1,(j - 1)2™ +2,...,j2"}.

Note that the indexing of L; ; is with respect to the bottom sequence (Mp), and I'; ; is with respect
to the sequence (M;_1). Also, I'; ; does not really depend on j (although i does define the range in
which the values of j are valid).

We can now formally outline the algorithm for approximating the iterated product of stochastic
matrices, and its correctness.

Levels are counted bottom-up and so the leaves are at level 0.
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Algorithm: ITterated Saks—Zhou (SZy)
Input: Stochastic Matrices Ay, ..., A, € R¥*¥,
Output: Stochastic Matrices M € RY*" approximating Aj - -- A,.
Parameters: Set t; = 4r; + logw, to = 12logn. Instantiate A to
approximate powers of order 2" with accuracy ey = 272", confidence 65 = #, and
canonicalization parameter ¢1. Also, set 1 = 19 = /7 = y/logn.

1. Draw ¢ ~ {0,1,...,2%2/2=1 — 1} and h € {0, 1} uniformly.
2. Set (Mo)j = (4; — (272 ],) for j=1,...,n.
3. Fori=1,...,7r9,

(a) Compute

(355 = R |R(AUFior)e o 1), 30602) | (o), 800

n
) 27l'r1 .

forj=1,...

4. Output Mm.

The parameters are chosen so that they satisfy the following constraints:

1
r1—t
en+w - 2M 1<m, and, (5.3)
1
270 5.4
w(2m +1) (54)

so that we can apply the Richardson iteration. Also, as anyhow the algorithm only provides
improvement in the regime w < n, it is harmless to assume w < n

Lemma 5.4.1. For any sequence of sub-stochastic matrices (M) = (M, ..., Myr) € RW*¥
2
< NEE)

P Zi((M — My - My >
h,g HS |t(( )7haC) 1 2 Hoo n3

1
nliz
where ¢ is chosen uniformly from {0,1,..., ot2/2-1 _ 1}.

Finally, we state the space complexity of the algorithm:

Lemma 5.4.2. The algorithm SZy; can be implemented in
O((logn + /lognlogw) - log lognw)

space, and O(\/lognlogw) random bits.

Theorem 5.2.1 is proved by employing another Richardson iteration at the end in order to get
better dependence on € thus obtaining parameters identical to those in Theorem 4.2.3.
Lemma 5.4.1 is proved in Section 5.6, and Lemma 5.4.2 is proved in Section 5.7.
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5.5 Perturbing the Input

We now focus on the effect of shifting the input. Suppose we want to compute the iterated product
A -+ A,. We shift every matrix A; by ¢ entry-wise and compute the perturbed iterated product

n

[T = ¢

i=1
To analyze the effect of the initial shifting, we consider a robust notion of rounding:

Definition 5.5.1. We say z € R is (t, p)-dangerous if z is p-close to a positive multiple of 27¢, i.e.,
if there exists a positive integer n > 0 such that ‘z — n2_t‘ < p. Otherwise, we say z is (t, p)-safe.
Also, we say a matriz M € RY*Y is (t, p)-dangerous if one of its entries is (t, p)-dangerous, and
otherwise we say it is (t, p)-safe.

Notice that a number z € R is (¢, p)-safe if its p-neighborhood always rounds to the same number
when we truncate it to precision of ¢ digits.

Remark 11. Numbers that are very close to 0 are safe by definition. Indeed, negative values always
round to zero, and so there are no boundary issues around 0.

The terminology of (¢, p)-dangerous is used in the original work of Saks and Zhou [SZ99]. We
remark, however, that this terminology is not required for the Saks-Zhou algorithm as presented in
Section 4.5, while it is essential for our iterated product algorithm.

In the powering algorithm of Chapter 4, analyzing the shift-and-truncate operation eventually
reduced to analyzing the shift-and-truncate on numbers. In our algorithm for the iterated product,
the situation is very different as we shift the input matrices, and analyze how this shifting affect
the product. Let Fj; denote the difference between the true product and the shifted product at
the [z, j]-th cell

n

Eij(C) = (Ar-+- An)liy ] — (J [ (Ai = ¢Jw))li 4.

i=1
Also, let E(¢) be the w x w matrix, whose [i, j]’th entry is E[i,j]. The following is an explicit
formula for E.

Lemma 5.5.2. Let Aq,..., A, € RY*Y stochastic, and J,, the all-ones matriz. Then,

n

[ = CTw) = Ar- A = (Y (1= wO)F Ay -+ A,
i=1 k=1

and, in particular, E(¢) = CJy > p_ (1 —w()kAgyq - Ay
Proof. Expanding the product, a generic term has the form,

A Ai (—CJw) Aiyr2 - Aig (—CJw) -+ - Aiy (= Cw) Aijy2 - Ap.

For any stochastic matrix A we have that AJ,, = J,,, and also JZ) = w/~1J, so the above simplifies

to o
(_C)jw]_lijij+2 e An
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Summing over the above terms according to the last index of an all-ones matrix, and using the
binomial theorem we get

n n k—1
H(Az' —(Jy) = Z (_Oj+1wj=]wAk+1 e An
i=1 k=0 j=0 1<i1 <ig<---<i;<k
n k—1
=A; A, + Z (=T W Ty Ay - Ap
k=1 j=0 1<i1 <ig<--<i;<k
n k—1 E—1 '
:Al“‘An—C ( ] )(_wC)ijAk—i—l“'An
k=1 ;=0 J

=Ap Ay =Y (1 —wO) YAy - A

It follows from Lemma 5.5.2 that
Tli,j]- ¢+ (1 —wnQ) < Eij(¢) < TT[i,j]- ¢
where T is as in eq. (5.1). Furthermore,
0 < (A1 --- Ap)li, j] < Tli, j] < n.

Thus, if T'[i, j] is very small then so does the true product (A4; - -- A,)[i, j], and in this case we will
round to zero.

The next lemma is a generalization of the rounding lemma (Lemma 4.5.6) to the case where
the shifts are given by some function (e.g., E; j), with a fairly controlled behaviour.

Lemma 5.5.3. Let e: R — R be such that for all ¢ € [0,1]
C(1—27""N¢<e() < C¢
where C, ¢ satisfy 0 < C < 2t for some positive integers £,t. Then, for all z < C we have

Pr [(z - e(¢272) is (¢, 2_3t_2)—dangemus] <27
ce{0,1,2,...,20~1}

Proof. First, observe that if z < 277! then z — e(¢27%") < z < 27t~ and therefore z — e((27%) is
not (t, 2‘3t—2) dangerous. Thus, we may assume that z > 27'~!. Using our assumption on e

C(1—27hc27 2 Le(¢27) < 0272,
Therefore,
e((C+1)27%) —e(@2®) 2 C(1 -2+ 1)27% - 027

= 21— 27+ 1)

C2—2t—1

>
t—2
>27°
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where we used that C' > z > 27%"! and ¢ < 2. In other words, e(¢27%) is increasing with ¢ and
consecutive (-s are at least 27372 apart. Moreover,

e((26—1)272) < (28 —1)27%C < 27
and so there are at most two (-s for which z — e(¢(272) is (¢,27%~2)-dangerous. O

Corollary 5.5.4. Let Aq,..., A, € RY*Y be stochastic matrices of dimension w < n. Also, let
0, teN, (€ (0,1) be such that t > 4logn and ¢ < t/2. Then

n

Pr A — 272 T Y g t,2—3t—2 danoerous <w22_€+1'
¢e{0,1,2,...,2¢—1} };[1( i—¢C w) s ( \-dang

Proof. For each entry [, j], let
z= (A1 Ay, ]

be the correct value of Ay - - - A, at entry [i, j]. As before, let E; ;((27%) denote the noise introduced
at entry [4,j] by the shift (272, We know that

Tli, 5] - €27 (1 —wn(2™™) < Eij(C27) < Tl g] - €27
Set C' = T7i, j] and observe that
wn(272 < 22l 2 < ot/29lg=2t < 9—t-1
and C < n? < 2t=¢. Furthermore,
z= (A1 Ap)[i,j] < Tli,j] = C.

Therefore, by Lemma 5.5.3, the probability over ¢ that [[i;(A4; — (272 Jy)[i,j] is (¢,27372)-
dangerous, is at most 27¢T1. The result then follows by a union bound over all w? entries. O

Using the fact that each L; ; has at most n elements, we also record the following corollary.

Corollary 5.5.5. Let Aq,..., A, € RY*Y be stochastic matrices of dimension w < n. Also,
let £,t € N, e € (0,1) be such that t > 4logn and ¢ < t/2. Then, for the matriz sequence
M(C) = (Al - C272tjw7 s 7An - C272t']’w>

Pr di, 4 M s (t, 273t=2\_danaerous < w9+
cefonzn oty |07 }_[( (€)) is ( )-dang
i,

5.6 Proof of Correctness

Proof of Lemma 5.4.1. Assume the premises of Lemma 5.4.1. Let (M) be a a sequence of sub-
stochastic matrices (M)1,..., (M) € R**™. We have to > 4logn and ¢ < t3/2. Let (My(()) be
the matrix sequence defined by

(Mo(€))s & (4; — ¢27%21,,),
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for i = 1,...,n. By Corollary 5.5.5, except for probability nw?2~%2/2+2 for all 4, j, HL”_(MO(C))
is (tg,273272)-safe. Now recursively define

M(0); R (T M1 ()| (Mt (), 882 | - (5.5)
T, t

Henceforth, we shall assume that ¢ is “good” i.e., all sub-products

[T 0(0)

Li;

are (tg,273272)-safe. Also, for brevity we shall omit the dependence of (M), (]\Z) in ¢, and that of
(M;) in h. The proof essentially follows from the next two claims, which are very similar to those
in Section 4.6.

Claim 5.6.1. For alli,j H(Mi(g))j - HL”(MO(C))H <on-Th,
’ o)
With the above claim in hand we can prove the following claim.

Claim 5.6.2. Prj, [ai, (M;) # (J\Z-)} < néy.

We therefore see that except for probability nd,, the sequences (]\Z(C)) that the algorithm
constructs are identical to the sequences (M;(¢)). By Claim 5.6.1, and Claim 2.4.5

(M:(Q)); — [[(Mo(Q))|| <227,

Li; 00

and as the entry-wise shifts are bounded by 2732/2

H(MO(C)) - MMyl <w- H(MO(C)) — M- M, < nw23t2/2

L;,; 00 Li max

Using the triangle inequality and taking ¢ = ro gives

Pr{l|SZie((M), h) = My -+ Mo, > 27] < n(w?22/22 4 5,).
The parameters of Lemma 5.4.1 follows from our choice of parameters. O

Proof of sub-lemmas

Proof of Claim 5.6.1. We prove by induction on 4 that

(Mi(Q); — [[(Mo)|| < 2n782(2m —1)

Lij o0

n
I 21'7‘1 .

forall j =1,...
every k

The base case ¢ = 0 is trivial. By the induction hypothesis we get that for

(Mia (O — ] (Mo)|| < 2m8z(2nl-b 1)

Li—1k 0o
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forall j=1,..., ﬁ Using Equation (5.2) and the induction hypothesis

H(M,_I(C)) — H H (MO) <o _27"1—8752(27“1(2'—1) ~1)

Fi’j k‘EFi’j Li—l,k 00

for all j =1,...,2™. The same bound also holds if we consider only a sub-sequence of I'; ;. Also
note that

Mo (O) )i = [[(Mia(Q))|| < w272

Lij Ui 00

Thus, by the Richardson iteration Lemma 4.4.1 and our choice of parameters (Equation (5.3),
Equation (5.4)),

R(LH(MFl(C))JtQ’ (Mi—1(Q))r 5, 8t2) — | [(Mia(Q))|| <2775,

Lij Lij 0o

and so by the definition of (M;(());

(Mi(Q)); — [[(Mia(Q))|| < 2m 8.
I ; .

Putting it altogether

(MI(C))] _ H(MO) < or1—8t2 + gri—8ta or1 (22r1(i—1) o 1)

Lij e

< 2T1—8t2 (2T1(i—1) . 1)

This completes the induction. The assertion follows from the observation that ir;y < logn < to,
and our choice of parameters. O

Proof of Claim 5.6.2. We prove by induction on 7 that

]ir [Hk < 7:, (Mk;) ;é (m)} < & dZGf (27’—7"1 _ 2T_T1(i+1))5A-

The base case i = 0 is trivial. Fix some i > 1, assume the induction holds for ¢ — 1 and prove for
i. By the induction hypothesis,

Pr[3k < i (My) # (W) < eica +Pr [3] (M), # (WD), | (Miy) = (M)
Thus, by the union bound it suffices to show that for every 1 < j < Qr—rii
Pr|(M); # (M); | (Mi1) = (Mim1)] < a.

Fix j and assume that the conditioning holds i.e., (M;_1) = (]\Z,l). Using Lemma 4.4.1 and our
choice of parameters (Equation (5.3), Equation (5.4))

Pr R(A(L(Mi—l)ri,jJtuh), (]\Z—l)ri,jﬁtz) ~[J1i0)|| =2752| <éa.

Lij 0o
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Indeed, we shall prove that if the above does not hold

R(A(L(Mi_l)Jtl,h), (Mi—l)ri,j’ﬁtz) ~[Js0| <27, (5.6)

Lij o

then (M;); = (M;);. Inspecting the definitions of (M;), (M;) we can see that as already (M;—1) =
(M;_1) then it is enough to show that

IO = [R(ANL-) Jo s ), (M), 1,62 ) o (5.7)
¥y

(For the definitions see Equation (5.5) and the SZj; algorithm in Section 5.3). Observe that

H(]/\Zifl) - H(Mo) = H(Mz;l) - H(Mo)
L

Ly j i\ Dij Lij

“J ) [eS)

=TT ™ie = TT TT (Mo)

ker; ; kel j Li—1k 0o
< M)k = ] (Mo)
kEFi,]’ Li*l,k 00

< 27‘1 . 2T1—7t2 < 2—6152‘
The first equality is due to the conditioning (M;_1) = (]\71-_1), the second equality due to Equa-
tion (5.2), the third inequality is due to Claim 2.4.5, and the last inequality is due to the induction
hypothesis and that r; < to.
Recall that ¢ is such that the product

[ (M0)

Li,;

is (t2,273272)-safe. Alternatively, its entries are at least 273272 far away from the boundary of
truncation by ¢ bits. Using that

H(M—l) - H(Mo) < H(Z\Z_l) — H(MO) < 26t

Lij Li; Lij Li;

max o0

we conclude that the product

[T

Lij

is also safe, specifically it is (t2, p')-safe for p/ = 2731272 -276%2_Gince p’ > 2752 then Equation (5.6)
implies Equation (5.7). This completes the inductive step. O
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5.7 The Space Complexity

We now analyze the space complexity of the algorithm. As a start, let us try to employ the same
approach as in Section 4.6. Define the functions f; that take a sequence (M) of length n and output
the sequence

fl((M))J = R(LR(A(I_(M)Fi,th?h)?M? 6t2)Jt2 ) (M)Fi,j78t2)

which is exactly the i-th iteration in the SZ; algorithm. Clearly, the composition

frs 000 fi((M))

computes “row by row” the output of the iterated Saks—Zhou algorithm on an input (M). The
problem is that each f; requires at least

r—iry = logn — i4/logn

space just for indexing as j runs from 1 to 2”71, and this accumulates to

3/2

Zlogn —iy/logn > 10g4 n
i

space. However, there is a redundancy in the above approach: each f; maintains a global index to
its location in the recursion tree, and to get around this we will globally store that index. Each
node, computes the local function that takes a sequence (M) of length r1 and outputs

R ( LR(A( L(M)Fi,jjtl’ h)v M, 6752” ty? (M)Fi,j ) 8t2> )
where it is given its children (M)r, ; as input. The above function only maintains indices locally,
namely it does not know its location within the recursion. Knowing the local indices for every
level of the recursion in tandem with the global location suffices for the algorithm to operate. This
framework is formalized in Lemma 5.8.2.

Our algorithm takes the form of a tree with depth y/logn. The j-th node in the i-th level
corresponds to the matrix (M;);, and is computed from its children in the tree

(Mi)j = F(Mi—1)1,- -+, (Mi-1), jiogn)

(See the SZj, algorithm in Section 5.3). As a special case, Lemma 5.8.2 states that any algorithm
of that sort - a tree in which every node is some function f of its children, can be implemented
in space that it takes to compute f times the depth of the tree. According to Lemma 5.3.1 and
Lemma 4.4.1, the function f can be computed via

O(loglogn(logw + y/logn))

and so Lemma 5.4.2 follows.

5.7.1 On Oblivious Approximations

Our algorithms for randomized exponentiation/product (Lemma 4.5.4, Lemma 5.3.1) has a special
property that enables a more space-efficient implementation - obliviousness. For the simplicity of
the presentation, it is better to first think about the input as an ROBP, rather than a matrix,
ignoring the canonicalization procedure. The algorithm A has the following special structure:
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1. The algorithm A computes a collection of sequences I(h) C X" depending on the randomness
Y.

2. Every sequence o € I(h) corresponds to the Boolean stochastic matrix B(o).

3. The matrices B(o) are aggregated to a single matrix via the function g (e.g., g takes the
average over all sequences, weighted average, median-of-averages, etc.).

For instance, in Lemma 4.5.4 the sequences I(h) are generated via hash functions and ¢ is the
averaging function, and in Lemma 5.3.1 the sequences I(h) are generated via random walks on
expander graph and ¢ is the median-of-averages. In the setting of SZj, the input (and output) of
A is a matrix, and not an ROBP. However, this makes no difference as the input matrix is used to
build a canonical ROBP.

Here, obliviousness refers to the fact that the sequences I(h) are universal, and do not depend
on B. This enables us to pre-compute the sequences I(h), which is usually the more difficult task
computationally, and so every iteration only simulates B(o) for every o € I(h). It is possible to
implement the SZ;; algorithm so that the contribution to the space complexity is

St +re- (Sg+1log|I(h)|)

where St is the space complexity required to compute I(h), and Sy is the space complexity of g.
Note that St is not multiplied by r2. One way to see that, is using Claim 2.2.2 which enables us
to assume that I(h) is given as part of the input instead of h. Another (equivalent) way is via the
framework of Lemma 5.8.2: viewing I(h) as a single node in the algorithm’s layout used by the
other nodes.

While in our implementation this saving is not acute, it might be a good idea to have that
saving in mind. A good example in which this observation does make a difference is in Hoza’s
improvement [Hoz21] to the Saks—Zhou algorithm, where he obtained a space complexity of

log?’/2 n

loglogn
1

in the case w = n, and € = ;. The reason this observation is crucial in his argument is because
he uses Armoni’s generator [Arm98], which roughly shaves a loglogw factor from the seed length
of the INW generator (see Section 2.7.2). While Armoni’s seed length is slightly shortened, its
provable space complexity is linear in the seed length. Even if the space complexity were to be
improved significantly, then it is still likely to have a doubly-logarithmic factor (e.g., as in the space
complexity of the INW generator Section 2.7.2) - dominating the improvement in the seed length.
However, if one pre-computes the sequences produced by Armoni’s generator then its inferior space
complexity does not affect the overall space complexity of the Saks—Zhou algorithm.

Remark 12. One can perhaps use Armoni’s generator as Hoza did to obtain a loglog improvement,
but we have not verified it.

5.8 Appendix

5.8.1 Improved Space Bounded Composition

We have seen the space composition theorem (Claim 2.2.2), where the space complexity of the
composition is the sum of the space complexities of each separate layer. However, sometimes the
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composition can be implemented in a cheaper way. A notable example for that is the NC' C L
inclusion. An NC! circuit has depth O(logn) and elementary Boolean functions as gates (And,
Or and Negation). Applying Claim 2.2.2 we get a simulation in O(log?n) space, because each
of the O(logn) layers requires O(logn) bits just for keeping an index into its input. Looking at
the NC! C L proof, one sees that the cheaper simulation maintains indexing in a global way, thus
avoiding the need to pay an index at each layer. This global indexing is made possible because the
computation has a tree structure.

In this section we prove Lemma 5.8.2 which is a natural combination of the above two funda-
mental building blocks in space-bounded computation i.e.,

e Composing space bounded functions, and,
e Computing Boolean formulas in logarithmic space.

Definition 5.8.1. Let G be a set of functions g: {0,1}* — {0,1}* such that that each g € G can
be computed by a TM. A generalized Boolean formula F with gates in G over the input variables
T1,...,Ty 1S a labeled directed a-cyclic graph such that:

o Variables: Vertices with no incoming edges are labeled with a variable x; € {x1,..., 2z},
e Gates: Vertices with incoming edges are labeled with a function g € G,
o Output: Vertices with no outgoing edges are labeled by distinct output symboly; € {y1,...,ye}.

o Degree: All vertices have out-degree exactly 1, except for the output vertices which have
out-degree 0.

The Boolean formula computes the function F : ({0,1}*)" — ({0,1}*)¢

F(zi,...,zn) = (Y1,---,Y0)

by placing the variables x1,...,x, at their corresponding vertices in the graph and propagating the
Boolean values to the output vertices.

Two spacial cases to bear in mind are:

o The case where the graph has O(logn) depth and G is the set of elementary Boolean functions
(And, Or, Negation), which corresponds to an NC! computation, and,

e The case where the graph is a directed path and G is the set of functions in L, which corre-
sponds to a general composition of space bounded algorithms.

Lemma 5.8.2. Suppose f(x1,...,2z,) can be computed by a generalized formula with gates in G.
Furthermore,

e Let S denote the space complexity required to output the labeled graph with its labels,

o Let s,(m) denote the space complexity required for computing g, € G on inputs of length m,
where g, is the function associated with v, and,

o Let £(v) denote an upper bound on the length of the value associated with vertex v.
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Then, we can compute the function f in

O(S—l— max Z(Svi(g(vi))—’_logg(vi)))

(v1ye.ey08)EP i1

space where P is the set of all possible paths.

In addition, it is possible to apply Lemma 5.8.2 for arbitrary a-cyclic graphs (a.k.a. circuits) by
converting them to a formula, paying an additive term of O(log|P|) in the space complexity. For
example, for NC!, S = O(logn) and s(v;) = £(v;) = O(1).

The proof is essentially a combination of the above ingredients so we only highlight needed
modifications.

Proof Sketch. As in the space-bounded algorithm for Boolean formulas, we traverse the graph
bottom-up, namely starting from the output gates, recursively computing the values of the children:

1. Maintain globally the current node within the formula. This is stored at the beginning of the
work-tape.

2. As in the space composition algorithm (Claim 2.2.2), we maintain a stack for every level of
the recursion.

3. Each stack maintains a “local” index to its input (which costs log¢(v;)), along with a work-
tape for the computation of the relevant function (which costs sy, (£(v;))).

4. Whenever a specific value of a gate is called for, there are two options:

i. If this is an input gate, this can be read from the input-tape.

ii. If this is not an input gate, then we open another (lower) level of the recursion for
computing it. In that case, we update the global location of the algorithm within the
recursion.

O]

5.8.2 Improving the Confidence Parameter

We now discuss the proof of Lemma 5.3.1, and related concepts.

Let us start by giving a different perspective on the Nisan generator (See Section 2.7.1). Recall
that the Nisan generator has two types of inputs: a symbol ¢ € 3, and a sequence of hash functions
h = (h1,...,hg). Define the collection of functions

(Gr(z) YNz, h) | h e HFY. (5.8)

Observe that each Gy, is a function that takes

b
5= O(log | |>
5N5N
bits, and outputs n symbols from ¥ using O(s) space. Another way to interpret Theorem 2.7.1

is that for a predetermined ROBP if we sample a function from the collection (5.8) then with
high probability it fools that ROBP with accuracy ey. This special “sampling property” of the
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Nisan generator was used to derive two of the most important derandomization results of BPL
[Nis94, SZ99).

In hindsight, the aforementioned special property of Nisan’s generator can be obtained generi-
cally using a primitive called averaging samplers. By “generically” we mean that there is a simple
procedure that endows a given PRG with this “sampling property” (See Lemma 5.8.4). The idea
of using samplers in the context of PRGs against the class of ROBPs is not new, and dates back to
the work of Armoni [Arm98]. Moreover, samplers played a crucial role in [BCG20, CL20]. While
the technical statements are by no means new, the following consequence eluded previous works.

We now introduce the notion of samplers, and briefly explain how to derive Lemma 5.3.1. The
presentation mainly follows the highly recommended survey [Gol97].

Definition 5.8.3. A sampler with accuracy €, and sampling error 8, is a randomized algorithm v’
with oracle access to a function f: {0,1}" — [0,1] such that

vf Pr[|vf ) - Eo[f(0)]]] > d <o

In our setting, the quality of a sampler is determined by three complexity measures:
i. Space Complexity: Space required to run the sampler.

ii. Query Complexity: Number of oracle calls to the function f: {0,1}" — [0, 1].

iii. Randomness: Amount of randomness used by the sampler.

A very important type of samplers is that of averaging samplers, in which the sampler simply
outputs the average of its queries. An averaging sampler is thus defined via a function

S:{0,1}% x {0,1}™ — {0, 1}".
The output of v/ is then
Vf(y) = Eze{o,l}d[f(s(ﬂf, y)l,

and so the query and randomness complexity of the above sampler are m, 2¢ respectively. More
generally, and analogously to the discussion on oblivious approximations in Section 5.7, one can
consider non-adaptive samplers in which

i (y) = g((F(S(2,9)), 1o 1y0):

where ¢ is an arbitrary function. (For averaging samplers g is the average function.).

Let us differ the discussion about the existence of efficient samplers, and go back to pseudoran-
dom generators. Suppose that we have a PRG G: {0,1}* — X" against B[n,w, ¥], i.e., for every
ROBP B

[E[B(G(2))] — Eo[B(0)]ll, <&

Note that G does not necessarily satisfy the guarantee of the Nisan generator discussed above. E.g.,
G can be taken to be the INW generator (See Section 2.7.2). Set the function

then it natural to try and sample from f using a sampler. Consider

Gs¥Gos, (5.9)
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namely Gg(z,y) = G(S(z,y)). It is worth pointing out that if S is an averaging sample then Gg
is a PRG. Using a non-averaging sampler v/ we would have obtained a randomized algorithm
that approximates the transition matrix in a black-box fashion (i.e., only queries the ROBP as a
function), and for non-adaptive samplers the approximation is “oblivious”.

Lemma 5.8.4. Let S: {0,1}™ x {0,1}% — {0,1}" be an averaging sampler with accuracy eg, and
sampling error 6g. Also, let G: {0,1}* — {0,1}" be a PRG against B[n,w,X] with accuracy eg.
Then for every B € ([w] x ¥ — [w])

Pr[|[Ey[B(Gs(2,))] = Eo[B(0)llax > € + 5] < w?ds.

Moreover, Gg can be implemented in the space required to implement S, plus the space required to
tmplement G.

Proof of Lemma 5.8.4. For every indices 1 < 4,j < w consider the Boolean function

def

fii(2) = (B(G(2))[i, j]-

By the sampler property
Pri[(B(G(S(z, )i, 4] — (E-[B(G(2))E, jl| = 5] < ds.
By union bound the above holds for all indices 1 < i,j < w expect with probability w?dg and so
Pr{[[(B(G(S(z,))) — E[B(G(2)]]l > es] < w?ds.

Using that
IE-[B(G(2))] = Eo[B(0)]l|max < €a-

completes the proof. ]

It is time to discuss explicit constructions and parameters. The following is a well-known
construction of an averaging sampler with very good parameters.

Theorem 5.8.5 (Corollary 7.3 in [RVWO02]). There exists an averaging (€,0)-Sampler S: {0,1}™ x
{0,134 — {0,1}™ with m = n + log(1/&d) and d = O(log(1/¢) + loglog(1/4)), assuming

log(1/8) > log(1/e)20log"(1/9)2,

The space requirement of Theorem 5.8.5 are implicit in the literature, though inspecting the
construction one sees that it uses simple primitives such as hash functions, expander graphs, and
k-wise independent distributions - all known to have constructions that run in logarithmic space.
Therefore, it is claimed that the sampler of Theorem 5.8.5 can be implemented in O(m). By the
observation made at the end of Lemma 5.4.2, such space complexity suffices for the SZ}; algorithm.
Still, as the sampler of Theorem 5.8.5 is involved and it is preferable to use an alternative simpler
construction even at the cost of sub-optimality. Such an alternative route does exist, though it
does take a toll: it is not an averaging sampler.

2log* n denotes the iterated logarithm.
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Lemma 5.8.6 (Median-of-Averages sampler [BGG93]). There ezists an averaging (e, d)-Sampler
S:{0,1}™ x {0,1}? — {0,1}™ with the following parameters:

1 1
m = n+log(1/ed), d = O(log — + loglognloglog 5),
€

that runs in O(loglog % + loglog %) space.

The above sampler is very simple, and so we sketch its construction and briefly analyze its space
complexity. There are two ingredients:

1. Pairwise independent distribution over ({0,1}")™ with m = O(Z): This can be implemented
via taking linear combinations in Fon, and can be sampled using r = 2n bits. Recall that
arithmetic operations over Fan can be done in logarithmic space (e.g.[HAB02, HV06]).

2. Expander graphs over the vertex set {0,1}" with degree D def logn, and spectral gap A\ such
that \/D < 0.1. We use the expander graph of Section 2.7.2 which is a Cayley graph of
an Abelian group so that random walks can be computed space-efficiently. That is, given
Y,--5v €{1,...,D}, can be computed in space O(log ¢ + loglog D).

Let f:{0,1}" — [0,1] be some bounded function. The sampler takes a random walk on the
expander graph of length ¢ = O(log%), uses the vertices along the path to obtain ¢ samplers

(ij), ol Z,g,z))le of the pairwise independent distribution, and samples the points ZZ-(j) e {0,1}™.

We then take the average over every batch

i = Ef(Z9)),

and output the median of those averages median(u1,...,us). A detailed analysis is provided in
[Gol97]. The space complexity follows from the above assertions, and composition of space bounded
algorithms (Claim 2.2.2).

Remark 13. Taking the median in Section 4.8 is in fact a naive implementation of the median-
of-averages sampler: it takes the median of independent samples, whereas the median-of-averages
sampler takes the median of the dependent samplers obtained by taking a random walk over an
expander graph.

Lemma 5.3.1 follows almost directly from instantiating Lemma 5.8.4 with the median-of-averages
sampler of Lemma 5.8.6.
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