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Abstract

In their seminal work, Chattopadhyay and Zuckerman (STOC’16) constructed a two-source extractor with error $\varepsilon$ for $n$-bit sources having min-entropy $\text{poly} \log(n/\varepsilon)$. Unfortunately, the construction’s running-time is $\text{poly}(n/\varepsilon)$, which means that with polynomial-time constructions, only polynomially-small errors are possible. Our main result is a $\text{poly}(n, \log(1/\varepsilon))$-time computable two-source condenser. For any $k \geq \text{poly} \log(n/\varepsilon)$, our condenser transforms two independent $(n, k)$-sources to a distribution over $m = k - O(\log(1/\varepsilon))$ bits that is $\varepsilon$-close to having min-entropy $m - o(\log(1/\varepsilon))$. Hence, achieving entropy gap of $o(\log(1/\varepsilon))$.

The bottleneck for obtaining low error in recent constructions of two-source extractors lies in the use of resilient functions. Informally, this is a function that receives input bits from $r$ players with the property that the function’s output has small bias even if a bounded number of corrupted players feed adversarial inputs after seeing the inputs of the other players. The drawback of using resilient functions is that the error cannot be smaller than $\ln r/r$. This, in return, forces the running time of the construction to be polynomial in $1/\varepsilon$.

A key component in our construction is a variant of resilient functions which we call entropy-resilient functions. This variant can be seen as playing the above game for several rounds, each round outputting one bit. The goal of the corrupted players is to reduce, with as high probability as they can, the min-entropy accumulated throughout the rounds. We show that while the bias decreases only polynomially with the number of players in a one-round game, their success probability decreases exponentially in the entropy gap they are attempting to incur in a repeated game.
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1 Introduction

The problem of extracting randomness from imperfect random sources can be traced back to von Neumann [Nen51]. Ideally, and somewhat informally, a randomness extractor is an algorithm that produces, or extracts, truly random bits from an imperfect source of randomness. Going beyond that particular task, randomness extractors have found dozens of applications for error correcting codes, cryptography, combinatorics, and circuit lower bounds to name a few.

An imperfect source of randomness is modelled by a random variable $X$ that, for convenience sake, is assumed to be supported on $n$-bit strings. The standard measure for the amount of randomness in $X$ is its min-entropy $[\mathrm{CG}88]$, which is the maximum $k \geq 0$ for which one cannot guess $X$ with probability larger than $2^{-k}$. For any such $k$, we say that $X$ is an $(n, k)$-source, or a $k$-source for short.

Ideally, a randomness extractor would have been defined as a function $\text{Ext}: \{0,1\}^n \rightarrow \{0,1\}^m$ with the property that for every random variable $X$ with sufficiently high min-entropy, the output $\text{Ext}(X)$ is $\varepsilon$-close to the uniform distribution on $\{0,1\}^m$ in the statistical distance, which we write as $\text{Ext}(X) \approx_{\varepsilon} U_m$. Unfortunately, such a function $\text{Ext}$, even for very high min-entropy $k = n - 1$ and, when set with a modest error guarantee $\varepsilon = 1/4$ and a single output bit $m = 1$, does not exist. In light of that, several types of randomness extractors, that relax in different ways the above ideal definition, have been introduced and studied in the literature. In this work, we focus on one such well-studied instantiation.

**Definition 1.1** (Two-source extractors $[\mathrm{CG}88]$). A function $\text{Ext}: \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1\}^m$ is a two-source extractor for min-entropy $k$ with error guarantee $\varepsilon$ if for every pair of independent $(n, k)$-sources $X, Y$, the output distribution $\text{Ext}(X, Y) \approx_{\varepsilon} U_m$.

The existence of a two-source extractor for any min-entropy $k = \Omega(\log(n/\varepsilon))$ with $m = 2k - O(\log(1/\varepsilon))$ output bits was proved in $[\mathrm{CG}88]$. In the same paper, an explicit construction of a two-source extractor for min-entropy $k > n/2$ was obtained. Remarkably, despite much attention $[\mathrm{Bou05, Raz05, BSZ11, Lew18}]$ and progress on relaxed settings $[\mathrm{BKS+10, Rao09, Li13b, Li13a, Li15, Coh15}]$, the problem of constructing two-source extractors even for min-entropy as high as $k = 0.1n$ with $m = 1$ output bits remained open for 30 years. To appreciate the difficulty of constructing two-source extractors, we remark that such constructions yield explicit constructions of Ramsey graphs, a notoriously hard problem in combinatorics $[\mathrm{Abb72, Nag75, Fra77, Chu81, FW81, Alo98, Gro01, Nao92, Bar06, BKS+10, BRSW12, Coh16b}]$.

In their breakthrough result, Chattopadhyay and Zuckerman $[\mathrm{CZ16}]$ were finally able to obtain an explicit two-source extractor for min-entropy $k = \text{poly}(\log(n/\varepsilon))$. Partially motivated by the problem of constructing Ramsey graphs, a line of followup works $[\mathrm{CS16, CL16, Coh16a, BADTS17, Coh16c, Li17, Li18}]$ focused on the case of constant error $\varepsilon$ and
was devoted for reducing the min-entropy requirement as a function of $n$. The state of the art result in this line of work is due to Li [Li18] and requires min-entropy $\frac{\log n \cdot \log \log n}{\log \log \log n} \cdot \text{poly}(1/\varepsilon)$.

### 1.1 Resilient functions – the barrier for obtaining extractors with low error

Unfortunately, despite the fact that the dependence of the min-entropy of the Chattopadhyay-Zuckerman extractor on $\varepsilon$ is polynomially-close to optimal, the running-time of their construction depends polynomially on $1/\varepsilon$ rather than the desired $\text{poly log}(1/\varepsilon)$ dependence. The same holds for all subsequent constructions. That is, these constructions are not strongly polynomial-time and, in particular, the error guarantee cannot be taken to be sub-polynomial in $n$ while maintaining running-time $\text{poly}(n)$. This stands in contrast to classical extractors for high min-entropy [CG88, Raz05, Bou05, Lew18] that are strongly polynomial-time, and can support exponentially-small error.

Informally speaking, the reason for this undesired dependence of the running-time on $\varepsilon$ lies in the use of a so-called resilient function [BOL85]. A $q$-resilient function $f : \{0,1\}^r \rightarrow \{0,1\}$ can be thought of as an $r$-player game. If all players feed uniform and independent inputs to $f$, the output distribution has small bias, and, furthermore, this property is retained even if any $q$ players decide to deviate from the rules of the game and choose their inputs as a function of all other inputs to $f$.

Majority on $r$ input bits is an example of a $q$-resilient function with $q = O(\sqrt{r})$. Ajtai and Linial proved, using the probabilistic method, the existence of a $q$-resilient function for $q = O(\frac{r}{\log^2 r})$ [AL93]. The KKL Theorem [KKL88] implies that the Ajtai-Linial function is tight up to a $\log r$ factor. Chattopadhyay and Zuckerman [CZ16] constructed a derandomized version of the Ajtai-Linial function with $q = r^{1-\delta}$, for any constant $\delta > 0$. Their construction has further desirable properties. In a subsequent work, Meka obtained a derandomized version of the Ajtai-Linial function with the same parameters as the randomized construction [Mek17]. However, no matter what function is chosen, [KKL88] showed that there is always a single corrupted player that has influence $p = \Omega(\frac{\log r}{r})$, i.e., with probability $p$ over the input fed by the other players, the single corrupted player can fully determine the result.

Almost all constructions of randomness extractors following [CZ16] can be divided into two steps. First, the two $n$-bit sources $X,Y$ are “transformed” to a single $r$-bit source $Z = h(X,Y)$ with some structure, called a non-oblivious bit-fixing source. A resilient function $f : \{0,1\}^r \rightarrow \{0,1\}$ is then applied to $Z$ so to obtain the output $\text{Ext}(X,Y) = f(h(X,Y))$. In all works, the function $h$ is based on non-malleable extractors or on related primitives such as correlation breakers. As mentioned above, the use of the resilient function implies that even a single corrupted player has influence $\Omega(\frac{\log r}{r})$ and so to obtain an error guarantee $\varepsilon$, the number of players $r$ must be taken larger than $1/\varepsilon$. This results in running-time $\Omega(1/\varepsilon)$.1
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1There is one exception to the above scheme. In [BACD+18], it is shown that if very strong $t$-non-malleable
1.2 Entropy-resilient functions

To obtain our condenser, we extend the notion of resilient functions to functions outputting many bits. Informally speaking, instead of considering an $r$-player game in which the bad players try to bias the output, we study a repeated game version in which the $r$ players play for $m$ rounds. The bad players attempt to decrease, with as high probability as they can, the min-entropy of the $m$-bit outcome (and we will even allow the bad players to cast their votes after the good players played all rounds).

Recall that, by [KKL88], when $m = 1$, even a single player can bias the result by $\Omega(\log r / r)$. Put differently, viewing this bias as the error of a deterministic extractor, the error is bound to be at least polynomially-small in the number of players. Our key insight is that when $m$ becomes large, the probability that the bad players can reduce $g$ bits of entropy from the output (creating an “entropy gap” of $g$) is exponentially small in $g$. We further show that this holds for a specific function $f$, induced by the Ajtai-Linial function, even when the honest players are only $t$-wise independent (for $t = \text{poly} \log(r/\varepsilon)$). Our analysis uses and extends ideas from the work of Chattopadhyay and Zuckerman [CZ16].

1.3 The two-source condensers we obtain

The main contribution of this work is an explicit construction of a two-source condenser with low error and small entropy gap, outputting almost all of the entropy from one source.

**Definition 1.2** (Two-source condensers). A function $\text{Cond}: \{0,1\}^n \times \{0,1\}^n \to \{0,1\}^m$ is a two-source condenser for min-entropy $k$ with min-entropy gap $g$ and error guarantee $\varepsilon$ if for every pair of independent $(n,k)$-sources, $\text{Cond}(X,Y)$ is $\varepsilon$-close to an $(m,m-g)$-source.

Note that a two-source extractor is a two-source condenser with entropy gap $g = 0$. Thus, condensers can be seen as a relaxation of extractors in which some, hopefully small, “gap” of min-entropy in the output distribution is allowed. Despite having a weaker guarantee, condensers play a key role in the construction of many types of randomness extractors, including two-source extractors [BADTS17], their variants [Raz05, BKS+10, Zuc07, Rao09, Li13a], and seeded-extractors [GUV09]. Most related to our work is a paper by Rao [Rao08] that, for every $\delta > 0$, constructed a $\text{poly}(n,\log(1/\varepsilon))$-time computable two-source condenser\footnote{extractors can be explicitly constructed then the function $f$ can be replaced with the parity function (which is not resilient at all) and low error two-source extractors with low min-entropy requirement can be obtained. However, it is not known how to explicitly construct such $t$-non-malleable extractors.} for min-entropy $k = \delta n$ having $m = \Omega(\delta n)$ output bits with entropy gap $g = \text{poly}(1/\delta,\log(1/\varepsilon))$.

In this work, we obtain a strongly polynomial-time construction of a two-source condenser with low error and small min-entropy gap.\footnote{To the matter of fact, Rao entitled his construction a “two-source almost extractor” – a suitable name given its small entropy gap.}
Theorem 1.3 (Main result). For all integers $n, k$ and every $\varepsilon > 0$ such that $n \geq k \geq \text{poly} \log(\frac{n}{\varepsilon})$, there exists a $\text{poly}(n, \log(1/\varepsilon))$-time computable two-source condenser

$$\text{Cond}: \{0,1\}^n \times \{0,1\}^n \to \{0,1\}^m$$

for min-entropy $k$, with error guarantee $\varepsilon$, min-entropy gap $g = o(\log \frac{1}{\varepsilon})$, and $m = k - O(\log(1/\varepsilon))$ output bits.

Note that the entropy gap $g$ is independent of the entropy $k$ and scales sub-logarithmically with $1/\varepsilon$. We prove Theorem 1.3, whose formal statement is given in Theorem 6.1, in two steps. First, we construct a two-source condenser with the same guarantees as provided by Theorem 1.3, though only with $m = k^\alpha$ output bits, where $0 < \alpha < 1$ is some small universal constant (see Theorem 4.2). This part of the construction is based on our study of entropy-resilient functions (Section 3) and on the adaptation of the Chattopadhyay-Zuckerman construction for entropy-resilient functions. To reduce the huge entropy-loss we incur (i.e., to increase the output length from $k^\alpha$ to $k - O(\log(1/\varepsilon))$), in the second step, we construct a seedless condenser for block-sources—a result that we believe is of independent interest on which we now elaborate.

1.4 Seedless condensers for a single block-source

A $(k_1, k_2)$-block-source is a pair of random variables $X_1, X_2$ that, although may be dependent, have the following guarantee. First, $X_1$ is a $k_1$-source, and second, conditioned on any fixing of $X_1$, the random variable $X_2$ has min-entropy $k_2$. Throughout this section, we denote the length of $X_1$ by $n_1$ and the length of $X_2$ by $n_2$. Informally, the notion of a block-source “lies between” a single source and two independent sources. Indeed, any $(k_1, k_2)$-block-source is a $(k_1 + k_2)$-source. Moreover, if $X_1$ is a $k_1$-source and $X_2$ is an independent $k_2$-source then $X_1, X_2$ is a $(k_1, k_2)$-block-source.

Block-sources are key to almost all constructions of seeded extractors as well as to the construction of Ramsey graphs. As mentioned above, there is no one-source extractor, whereas two-source extractors exist even for very low min-entropy. Despite being more structured than a general source, it is a well-known fact that there is no extractor for a single block-source (with non-trivial parameters).

A key component that allows us to increase the output length of our condenser discussed above is a seedless condenser for a single block-source. Let $X_1, X_2$ be a $(k_1, k_2)$-block-source. Write $g = n_2 - k_2$ for the entropy gap of $X_2$. For any given $\varepsilon > 0$, we show how to deterministically transform $X_1, X_2$ to a single $m$-bit random variable, where $m = k_1 - g - O(\log(1/\varepsilon))$, that is $\varepsilon$-close to having min-entropy $m - g - 1$. That is, informally, we are able to condense $X_1$ roughly to its entropy content $k_1$ using (the dependent random variable) $X_2$ while inheriting the entropy gap of $X_2$ both in the resulted entropy gap and entropy loss. We stress that this transformation is deterministic. This demonstrates that
Despite the well-known fact that a block-source extractor does not exist, a block-source condenser does. For a formal treatment, see Section 5.

1.5 A three-source extractor

An immediate implication of Theorem 1.3 are low error three-source extractors supporting min-entropies \( k_1 = k_2 = \text{poly} \log(n/\varepsilon) \) and \( k_3 = \Omega(\log(1/\varepsilon)) \). This is achieved by feeding our condenser’s output \( Y = \text{Cond}(X_1, X_2) \) as a seed to a seeded extractor that supports small entropies (see, e.g., Theorem 2.6), outputting \( \text{Ext}(X_3, Y) \).

**Corollary 1.4.** For all integers \( n, k, k' \) and every \( \varepsilon > 0 \) such that \( n \geq k \geq \text{poly} \log(n/\varepsilon) \) and \( n \geq k' \geq \Omega(\log(\frac{1}{\varepsilon})) \) there exists a \( \text{poly}(n, \log(1/\varepsilon)) \)-time computable three-source extractor

\[
3\text{Ext}: \{0, 1\}^n \times \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\}^m
\]

for min-entropies \( k, k, k' \) and error guarantee \( \varepsilon \), where \( m = k' - O(\log(1/\varepsilon)) \).

**Proof.** Set \( \varepsilon' = \varepsilon^2 \), let \( k' \geq 2\log(1/\varepsilon') + O(1) \) and let \( \text{Ext}: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m \) be the \( (k', \varepsilon') \)-strong-seeded-extractor guaranteed to us by Theorem 2.6, where \( m = k' - 2\log(1/\varepsilon') - O(1) \) and \( d = O(\log n \log(n/\varepsilon')) \).

Let \( k \) be large enough for \( \text{Cond}: \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\}^d \) given to us by Theorem 6.1 to output \( d \) bits with error \( \varepsilon/2 \) and entropy gap \( g = o(\log(1/\varepsilon)) \), so indeed \( k \geq \text{poly} \log(n/\varepsilon) \).

Denote \( Y = \text{Cond}(X_1, X_2) \), so \( Y \) is \( (\varepsilon/2) \)-close to some random variable \( Y' \) having min-entropy at least \( d - g \). Then:

\[
|\text{Ext}(X_3, Y) - U_m \times Y| \leq |\text{Ext}(X_3, Y') - U_m \times Y'| + \frac{\varepsilon}{2}
\]

\[
= \sum_{y \in \text{supp}(Y')} \Pr[Y' = y] \cdot |\text{Ext}(X_3, y) - U_m| + \frac{\varepsilon}{2}
\]

\[
\leq \sum_{y \in \{0, 1\}^d} 2^{-(d-y)} \cdot |\text{Ext}(X_3, y) - U_m| + \frac{\varepsilon}{2}
\]

\[
\leq 2^g \sum_{y \in \{0, 1\}^d} 2^{-d} |\text{Ext}(X_3, y) - U_m| + \frac{\varepsilon}{2}
\]

\[
= 2^g \cdot |\text{Ext}(X_3, U_d) - U_m \times U_d| + \frac{\varepsilon}{2} \leq 2^g \varepsilon' + \frac{\varepsilon}{2} \leq \varepsilon,
\]

thereby also showing that \( 3\text{Ext}(X_1, X_2, X_3) = \text{Ext}(X_3, Y) \) is strong in \( Y \). \( \square \)

When \( \varepsilon \) is sub-polynomial in \( n \) (which is an interesting regime of parameters because then the two-source extractor of [CZ16] is not polynomial-time computable) Corollary 1.4 improves upon known three-source extractors that either require all three-sources to have min-entropy \( \text{poly} \log(n/\varepsilon) \) [Li15] or require, for any parameter of choice \( \delta > 0 \), min-entropies \( \delta n, \text{poly}(\frac{n}{\delta}) \log(\frac{n}{\delta}), \text{poly}(\frac{1}{\delta}) \log(\frac{\log n}{\delta}) \) [Coh15].
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We remark that the proof of Corollary 1.4 goes through because the tiny entropy gap \( g \) of \( Y = \text{Cond}(X_1, X_2) \) (where \( g = o(\log \frac{1}{\varepsilon}) \)) allows us to use \( Y \) as a replacement to a truly uniform seed with only a minor loss in parameters. We believe this should also be true in other circumstances where random variables with a negligible entropy gap can replace uniform random variables. A recent example to this is the use of samplers with multiplicative error instead of standard samplers in [BADTS17].

To conclude, we believe that the use of entropy-resilient functions as a tool to extract almost all the entropy from bit-fixing sources while suffering only a small error is both natural and interesting on its own. We hope the tools and constructions developed in this paper will be of further use, possibly for constructing low error two-source extractors. In particular, we have seen in Corollary 1.4 that by using an independent third source and outputting \( \text{Ext}(X_3, \text{Cond}(X_1, X_2)) \) we get an excellent three-source extractor. An open problem left by our work is whether outputting \( \text{Ext}(X_2, \text{Cond}(X_1, X_2)) \) gives a low-error two-source extractor. We remark that a similar idea has been used in previous constructions [Li15, BADTS18] and elsewhere. We were not able to prove that \( \text{Ext}(X_2, \text{Cond}(X_1, X_2)) \) gives a low-error two-source extractor and we leave this as an intriguing open problem.

## 2 Preliminaries

We use \( \log(x) \) for \( \log_2(x) \). For an integer \( n \), we denote by \([n]\) the set \( \{1, \ldots, n\} \). The density of a subset \( B \subseteq A \) is denoted by \( \mu(B) = \frac{|B|}{|A|} \).

### 2.1 Random variables, min-entropy

The statistical distance between two distributions \( X \) and \( Y \) over the same domain \( \Omega \) is defined by \( \text{SD}(X, Y) = \max_{A \subseteq \Omega} |\Pr[X \in A] - \Pr[Y \in A]| \). If \( \text{SD}(X, Y) \leq \varepsilon \) we say \( X \) is \( \varepsilon \)-close to \( Y \) and denote it \( X \approx _\varepsilon Y \). We denote by \( U_n \) the random variable distributed uniformly over \( \{0, 1\}^n \).

For a function \( f : \Omega_1 \rightarrow \Omega_2 \) and a random variable \( X \) distributed over \( \Omega_1 \), \( f(X) \) is the random variable distributed over \( \Omega_2 \) obtained by choosing \( x \sim X \) and outputting \( f(x) \). For every \( f : \Omega_1 \rightarrow \Omega_2 \) and two random variables \( X, Y \) over \( \Omega_1 \) it holds that \( \text{SD}(f(X), f(Y)) \leq \text{SD}(X, Y) \).

The min-entropy of a random variable \( X \) is defined by

\[
H_\infty(X) = \min_{x \in \text{supp}(X)} \log \frac{1}{\Pr[X = x]}
\]

A random variable \( X \) is an \((n, k)\)-source if \( X \) is distributed over \( \{0, 1\}^n \) and has min-entropy at least \( k \). When \( n \) is clear from the context we sometimes omit it and simply say that \( X \) is a \( k \)-source.
2.2 Limited independence

**Definition 2.1.** A distribution \( X \) over \( \{0, 1\}^n \) is called \( (t, \gamma) \)-wise independent if the restriction of \( X \) to every \( t \) coordinates is \( \gamma \)-close to \( U_t \).

**Lemma 2.2 ([AGM03]).** Let \( X = X_1, \ldots, X_n \) be a distribution over \( \{0, 1\}^n \) that is \( (t, \gamma) \)-wise independent. Then, \( X \) is \( (n'\gamma) \)-close to a \( t \)-wise independent distribution.

2.3 Seeded extractors

**Definition 2.3 (Seeded extractors).** A function

\[
\text{Ext}: \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}^m
\]

is a \((k, \varepsilon)\)-seeded-extractor if the following holds. For every \((n,k)\)-source \( X \), the output \( \text{Ext}(X, Y) \approx_{\varepsilon} U_m \), where \( Y \) is uniformly distributed over \( \{0, 1\}^d \) and is independent of \( X \). Further, \( \text{Ext} \) is a \((k, \varepsilon)\)-strong-seeded-extractor if \((\text{Ext}(X, Y), Y) \approx_{\varepsilon} (U_m, Y) \).

**Theorem 2.4 ([GUV09]).** There exists a universal constant \( c_{GUV} \geq 2 \) for which the following holds. For every integers \( n \geq k \) and \( \varepsilon > 0 \) there exists a \( \text{poly}(n, \log(1/\varepsilon)) \)-time computable \((k, \varepsilon)\)-strong-seeded-extractor

\[
\text{Ext}: \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}^m
\]

with seed length \( d = c_{GUV} \log(n/\varepsilon) \) and \( m = k/2 \) output bits.

Extractors can be used for sampling using weak sources.

**Theorem 2.5 ([Zuc97]).** Let \( \text{Ext}: \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}^m \) be a \((k_1, \varepsilon)\)-seeded-extractor. Identify \( \{0, 1\}^d \) with \( [2^d] \) and let \( S(X) = \{ \text{Ext}(X, 1), \ldots, \text{Ext}(X, 2^d) \} \). Then, for every \((n, k_2)\)-source \( X \) and any set \( T \subseteq \{0, 1\}^m \),

\[
\Pr_{X \sim X} \left[ \left| \frac{|S(x) \cap T|}{2^d} - \mu(T) \right| > \varepsilon \right] \leq 2^{-(k_2 - k_1)}.
\]

The following extractor allows us to extract all the min-entropy, at the cost of a larger seed-length.

**Theorem 2.6 ([GUV09]).** There exists a universal constant \( c \) such that the following holds. For all integers \( n \geq k \) and any \( \varepsilon > 0 \) such that \( k \geq 2\log(1/\varepsilon) + O(1) \), there exists a \( \text{poly}(n, \log(1/\varepsilon)) \)-time computable \((k, \varepsilon)\)-strong-seeded-extractor

\[
\text{Ext}: \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}^m
\]

with seed length \( d = c \log n \cdot \log \frac{2}{\varepsilon} \) and \( m = k - 2 \log \frac{1}{\varepsilon} - O(1) \) output bits.
2.4 Two-source condensers

Definition 2.7 (Condensers). A function

\[ \text{Cond}: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \rightarrow \{0,1\}^{m} \]

is an \(((n_1,k_1),(n_2,k_2)) \rightarrow_{\varepsilon} (m,k' = m-g)\) condenser if the following holds. For every \((n_1,k_1)\)-source \(X_1\) and an independent \((n_2,k_2)\)-source \(X_2\), the output \(\text{Cond}(X_1, X_2)\) is \(\varepsilon\)-close to an \((m,k')\)-source. We refer to \(\varepsilon\) as the error guarantee and to \(g\) as the entropy gap of \(\text{Cond}\).

Definition 2.8 (Strong condensers). A function

\[ \text{Cond}: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \rightarrow \{0,1\}^{m} \]

is a \(((n_1,k_1),(n_2,k_2)) \rightarrow_{\varepsilon_1,\varepsilon_2} (m,k')\)-strong-condenser (in the first source) if the following holds. For every \((n_1,k_1)\)-source \(X_1\) and an independent \((n_2,k_2)\)-source \(X_2\), with probability \(1 - \varepsilon_1\) over \(x_1 \sim X_1\), the output \(\text{Cond}(x_1, X_2)\) is \(\varepsilon_2\)-close to an \((m,k')\)-source.

Similarly, one can define, in the natural way, a condenser that is strong in the second source.

2.5 Non-malleable extractors

Definition 2.9. A function \(\text{nmExt}: \{0,1\}^{n} \times \{0,1\}^{d} \rightarrow \{0,1\}^{m}\) is a \((k,\varepsilon)\) \(t\)-non-malleable extractor, if for every \((n,k)\)-source \(X\), for every independent random variable \(Y\) that is uniform over \(\{0,1\}^{d}\) and every functions \(f_1, \ldots, f_t: \{0,1\}^{d} \rightarrow \{0,1\}^{d}\) with no fixed-points\(^3\) it holds that:

\[ (\text{nmExt}(X,Y), \text{nmExt}(X,f_1(Y)), \ldots, \text{nmExt}(X,f_t(Y),Y)) \approx_{\varepsilon} (U_m, \text{nmExt}(X,f_1(Y)), \ldots, \text{nmExt}(X,f_t(Y),Y)). \]

We will need the following lemma concerning the existence of a set of good seeds of a non-malleable extractor, given in [CZ16].

Lemma 2.10 ([CZ16]). Let \(\text{nmExt}: \{0,1\}^{n} \times \{0,1\}^{d} \rightarrow \{0,1\}^{m}\) be a \((k,\varepsilon)\) \(t\)-non-malleable extractor. Let \(X\) be any \((n,k)\)-source. Let \(\text{BAD}\) be the set defined by

\[ \text{BAD} = \{ r \in [D] \mid \exists \text{ distinct } r_1, \ldots, r_t \in [D], \forall i \in [t] r_i \neq r, \|(\text{nmExt}(X,r), \text{nmExt}(X,r_1), \ldots, \text{nmExt}(X,r_t)) \rightarrow (U_m, \text{nmExt}(X,r_1), \ldots, \text{nmExt}(X,r_t))\| > \sqrt{\varepsilon} \}. \]

Then, \(\mu(\text{BAD}) \leq \sqrt{\varepsilon}\). We refer to the set \([D] \setminus \text{BAD}\) as the set of good seeds (with respect to the underlying distribution of \(X\)).

\(^3\)That is, for every \(i\) and every \(x\), we have \(f_i(x) \neq x\).
Lemma 2.11. Let $X_1, \ldots, X_t$ be random variables over $\{0,1\}^m$. Further suppose that for any $i \in [t],$
\[
\left(X_i, \{X_j\}_{j \neq i}\right) \approx_s \left(U_m, \{X_j\}_{j \neq i}\right).
\]
Then, $(X_1, \ldots, X_t) \approx_{t^2} U_{tm}$.

Finally, good explicit constructions of $t$-non-malleable extractors exist. The following choice of parameters will be sufficient for us.

Theorem 2.12 ([CGL16, Coh16c, Li17]). There exists a universal constant $c_{nm} \geq 2$ such that for all integers $n, k, t$, and every $\varepsilon > 0$ such that $n \geq k \geq c_{nm} t^2 \log^2(n/\varepsilon)$, there exists a $\text{poly}(n, \log(1/\varepsilon))$-time computable $(k, \varepsilon)$ $t$-non-malleable extractor
\[
\text{nmExt}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m
\]
with $m = \frac{k}{3t}$ output bits and seed length $d = c_{nm} t^2 \log^2(n/\varepsilon)$.

2.6 Fooling AC circuits

A Boolean circuit is an $\text{AC}[d, s]$ circuit if it has depth $d$, size $s$ and unbounded fan-in. We say that a circuit $C$ with $n$ input bits is $\varepsilon$-fooled by a distribution $D$ if $\text{SD}(C(D), D(U_n)) \leq \varepsilon$.

Harsha and Srinivasan [HS16], improving upon Braverman’s seminal result [Bra10] (see also [Tal17]) proved:

Theorem 2.13 ([HS16]). There exists a constant $c > 0$ such that the following holds. For every integers $s, d, t$, any $\text{AC}[d, s]$ circuit is $\varepsilon$-fooled by any $t$-wise independent distribution, where $\varepsilon = 2^{-\frac{t}{(\log s)^c \cdot d}}$.

We need a slight generalization of Theorem 2.13:

Lemma 2.14. There exists a constant $c > 0$ such that the following holds for every integers $n, m, d, s$, where $m \leq s$. Let $C: \{0,1\}^n \rightarrow \{0,1\}^m$ be an $\text{AC}[d, s]$ circuit. Then, $C$ is $\varepsilon$-fooled by any $t$-wise independent distribution, where $\varepsilon = 2^{-\frac{t}{(\log s)^c \cdot d}}$.

Proof. Fix some $z \in \{0,1\}^m$ and consider the circuit $C_z: \{0,1\}^n \rightarrow \{0,1\}$ that given an input $x \in \{0,1\}^n$ checks whether $C(x) = z$. $C_z$ can be constructed by adding an AND gate and $m$ comparators on top of $C$, so clearly $C_z$ is an $\text{AC}[d + 2, s']$ circuit for $s' = s + O(m)$. By Theorem 2.13, every $t$-wise distribution $\varepsilon'$-fools $C_z$, where
\[
\varepsilon' = 2^{-\frac{t}{(\log s')^{c' \cdot (d + 2)}}} \leq 2^{-\frac{t}{(\log s)^c \cdot d}}
\]
for some universal constants $c, c' > 0$ (using the fact that $m \leq s$). That is, for every $t$-wise distribution $D$ and $z \in \{0, 1\}^m$, $\text{SD}(C_z(D), C_z(U_n)) \leq \varepsilon'$. Now,

$$\varepsilon = \text{SD}(C(D), C(U_n)) = \frac{1}{2} \sum_{z \in \{0, 1\}^m} |\Pr[C(D) = z] - \Pr[C(U_n) = z]|$$

$$= \sum_{z \in \{0, 1\}^m} \frac{1}{2} |\mathbb{E}[C_z(D)] - \mathbb{E}[C_z(U_n)]| \leq 2^m \varepsilon',$$

as desired.

\[\square\]

3 Entropy-Resilient Functions

**Definition 3.1** (Non-oblivious sources). Let $\Sigma = \{0, 1\}^m$. A $(q, t)$-non-oblivious $\Sigma$-fixing source $X = (X_1, \ldots, X_r)$ is a random variable over $\Sigma^r = \{0, 1\}^m$ for which there exists a set $R_{\text{bad}} \subseteq [r]$ of cardinality $q' \leq q$ such that:

- The joint distribution of $\{(X_i)_j \mid i \in [r] \setminus R_{\text{bad}}, j \in [m]\}$, denoted by $G_X$, is $t$-wise independent over $\{0, 1\}^{(r-q')m}$; and

- Each of the random variables in $B_X \triangleq \{(X_i)_j \mid i \in R_{\text{bad}} \text{ and } j \in [m]\}$ may depend arbitrarily on all other random variables in $G_X$ and $B_X$.

If $t = (r - q')m$ we say $X$ is a $q$-non-oblivious $\Sigma$-fixing source. If $m = 1$ we say $X$ is a bit-fixing source and the definition coincides with the standard definition of non-oblivious bit-fixing sources [BOL85]. When $X$ is clear from context, we write $G$ and $B$ for $G_X$ and $B_X$, respectively.

**Definition 3.2** (Entropy-resilient functions). Let $\Sigma = \{0, 1\}^m$. A function $f : \Sigma^r \rightarrow \Sigma$ is a $(q, t, g, \varepsilon)$-entropy-resilient function if for every $(q, t)$-non-oblivious $\Sigma$-fixing source $X$ over $\Sigma^r$, the output $f(X)$ is $\varepsilon$-close to an $(m, m - g)$-source. If $g = 0$ we say $f$ is $(q, t, \varepsilon)$-resilient.

3.1 Functions with one output bit

**Definition 3.3.** Let $f : \{0, 1\}^r \rightarrow \{0, 1\}$ be an arbitrary function. Let $X$ be a $(q, t)$-non-oblivious bit-fixing source over $\{0, 1\}^r$. Define $E(f)$ to be the event in which the bits tossed by the good players do not determine the value of the function $f$. We define the influence of the bad players by $I(f) = \Pr[E(f)]$.

Balanced resilient functions can be seen as deterministic extractors against non-oblivious bit-fixing sources outputting one bit. Chattopadhyay and Zuckerman [CZ16], followed by an
improvement by Meka [Mek17], derandomized the Ajtai-Linial function [AL93] and obtained
an explicit construction of an almost-balanced resilient function which is also computable by
monotone AC0 circuits.

**Theorem 3.4 ([CZ16, Mek17]).** For every constant $0 < \delta < 1$, there exists a constant
c$_\delta \geq 1$ such that for every constant $c \geq c_\delta$ and integer $r$ there exists a monotone function
Res: $\{0, 1\}^r \rightarrow \{0, 1\}$ such that for every $t \geq c \log^4 r$,

- For every $(q, t)$-non-oblivious bit-fixing source $X$, $I(\text{Res}) \leq c \cdot \frac{q}{t+\delta}$.
- For every $t$-wise independent distribution $D$, bias(Res($D$)) $\leq r^{-1/c}$.

The function Res is computable by a uniform depth 3 monotone circuit of size $r^c$. Further,
the function $c_\delta(\delta)$ is continuous and monotonically decreasing.

Throughout the paper we make use of the following corollary.

**Corollary 3.5.** For every constant $0 < \gamma < 1$ there exist constants $0 < \alpha < \beta < 1$ such that
for every integer $r$ there exists a function Res: $\{0, 1\}^r \rightarrow \{0, 1\}$ which for every $t \geq \frac{1}{\beta} \log^4 r$
satisfies: For every $(r^{1-\gamma}, t)$-non-oblivious bit-fixing source $X$,

$$I(\text{Res}) \leq \frac{1}{\beta} \cdot r^{-\alpha},$$

$$\text{bias}(\text{Res}(|X) | \neg E(\text{Res})) \leq \frac{3}{\beta} \cdot r^{-\alpha}.$$

The function Res is computable by a uniform depth 3 monotone circuit of size $r^{\frac{1}{\beta}}$.

**Proof.** Using the notations of Theorem 3.4, assume that for every $\eta$, $c_\eta > \frac{1}{2\eta}$ (if not, we
can always increases $c_\eta$). Given $\gamma > 0$, set $\delta$ to be the constant satisfying the equation
$f(\delta) = \delta - \gamma + \frac{1}{2c_\delta} = 0$. Such a $\delta$ exists, as $f(\delta) \leq 2\delta - \gamma$ and therefore $f(\delta) < 0$ when $\delta$
approaches 0, and $f(\delta) > 0$ when $\delta$ approaches $\gamma$. Note that by our choice of $\delta$, it holds that

$$\delta < \gamma = \delta + \frac{1}{2c_\delta} < \delta + \frac{1}{c_\delta}. $$

Set $\alpha = \gamma - \delta > 0$ and $\beta = \frac{1}{c_\delta}$. Note that indeed $\beta > \alpha$.

By Theorem 3.4, applied with the constant $\delta$, it holds that
$I(\text{Res}) \leq c_\delta \frac{r^{1-\gamma}}{t+\delta} = \frac{1}{\beta} r^{-\alpha}$.

Further, bias(Res($D$)) $\leq r^{-\beta}$.

Following similar arguments as in [CZ16], we have that $\text{bias}(\text{Res}(|X)) \leq \frac{1}{\beta} r^{-\alpha} + r^{-\beta}$, so

$$\text{bias}(\text{Res}(|X) | \neg E(\text{Res})) \leq \frac{\frac{1}{\beta} r^{-\alpha} + r^{-\beta}}{1 - \frac{1}{\beta} r^{-\alpha}} \leq \frac{3}{\beta} r^{-\alpha}. $$

$\square$
3.2 Functions with multiple output bits

The output bit of a \((q, t, \varepsilon)\)-resilient function \(f: \{0,1\}^r \rightarrow \{0,1\}\) applied to a \((q, t)\)-non-oblivious bit-fixing source is indeed \(\varepsilon\)-close to uniform, but, as shown by [KKL88] even when \(q = 1\), \(\varepsilon\) cannot be smaller than \(\frac{\ln r}{r}\) (and the simpler bound \(\varepsilon \geq \frac{1}{r}\) is almost trivial). We show that when we output many bits, and allow \(o(\log \frac{1}{\varepsilon})\) entropy gap, we may obtain much smaller error. We do this by exhibiting an entropy-resilient function based on a parallel application of the (derandomized version of the) Ajtai-Linial function.

A construction of an entropy-resilient function. Given a constant \(0 < \gamma < 1\) and integers \(r \geq m\) let \(\text{Res}: \{0,1\}^r \rightarrow \{0,1\}\) be the function guaranteed by Corollary 3.5 with respect to \(\gamma\). Define \(\Sigma = \{0,1\}^m\) and

\[
\text{EntRes}: \Sigma^r \rightarrow \Sigma
\]

as follows. On input \(x \in \Sigma^r\),

\[
\text{EntRes}(x) = (\text{Res}(x^{(1)}), \ldots, \text{Res}(x^{(m)})),
\]

where \(x_i\) stands for the \(i\)-th column of \(x\), when we view \(x\) as a \(r \times m\) table.

**Theorem 3.6.** For every constant \(0 < \gamma < 1\) there exist constants \(0 < \alpha < 1\) and \(c' \geq 1\) such that the following holds. For every integers \(r, m \leq r^{\alpha/2}\), every \(\varepsilon > 0\), and for every integer \(t \geq m \cdot (\log r)^{c'}\), the function \(\text{EntRes}: \Sigma^r \rightarrow \Sigma\) is \((q = r^{1-\gamma}, t, \varepsilon)\)-entropy-resilient with entropy gap \(g = o(\log(1/\varepsilon))\).

The proof of Theorem 3.6 is done in two steps. First, in Section 3.2.1, we analyze the theorem for the special case in which the distribution \(G_X\) of the given non-oblivious \(\Sigma\)-fixing source \(X\) is uniform. Then, based on that result, in Section 3.2.2 we prove Theorem 3.6.

### 3.2.1 The uniform case

In this section, we prove the following lemma.

**Lemma 3.7.** Keeping the notations of Theorem 3.6, the function \(\text{EntRes}: \Sigma^r \rightarrow \Sigma\) is \((q = r^{1-\gamma}, g, \varepsilon)\)-entropy-resilient with entropy gap

\[
g = c_{\text{ent}_1} \frac{\ln \frac{1}{\varepsilon}}{\ln \ln \frac{1}{\varepsilon} + c_{\text{ent}_2} \ln r} = o(\log(1/\varepsilon))
\]

for some universal constant \(c_{\text{ent}_1} > 0\) and a constant \(c_{\text{ent}_2} > 0\) that depends only on \(\gamma\).
Proof of Lemma 3.7. Let $X$ be a $(q = r^{1-\gamma})$-non-oblivious $\Sigma$-fixing source. Let $R_{\text{bad}} \subseteq [r]$ be the set of bad players, and $E_i$ the event that the values of the good players in $X^{(i)}$ do not determine the value of $\text{Res}$. Note that we shall also denote $E_i$ as an indicator for that event. By Corollary 3.5, there exists constants $0 < \alpha < \beta < 1$ such that

$$\Pr[E_i = 1] \leq \frac{1}{\beta} \cdot r^{-\alpha}$$

for every $i \in [m]$. Observe that the random variables $E_1, \ldots, E_m$ are independent, as the value of $E_i$ depends only on the values of the good players in the $i$-th column, and by assumption all these values are independent of the corresponding values in the other columns. Write

$$\mu = m \cdot \frac{1}{\beta} \cdot r^{-\alpha}$$

and note that since $m \leq r^{\alpha/2}$, $\mu < 1$. Set

$$c = \frac{4 \ln \frac{1}{\varepsilon}}{\mu} \cdot \frac{1}{\ln \frac{1}{\mu}}$$

and observe that $c > 1$. By the Chernoff bound,

$$\Pr\left[\sum_{i=1}^{m} E_i > c\mu\right] \leq \left(\frac{e^{c-1}}{e^c}\right)^{\mu} \leq e^{-\frac{1}{2} \mu c \ln c} \leq \varepsilon,$$

where the last inequality follows from the fact that $c \ln c \geq \frac{2 \ln \frac{1}{\mu}}{\mu}$.

By Corollary 3.5, for every $i \in [m]$,

$$\text{bias}(\text{Res}(X_i) \mid E_i = 0) \leq \frac{3}{\beta} \cdot r^{-\alpha}.$$

Assume that the event $\sum_{i=1}^{m} E_i \leq c\mu$ holds, and let $I \subseteq [m], |I| \geq m - c\mu$ be the set of good columns $I$ for which $E_i = 0$. For every $w \in \{0,1\}^m$, since the random variables $\{	ext{EntRes}(X_i)\}_{i \in I}$ are independent, we have:

$$\Pr[\text{EntRes}(X) = w] \leq \Pr[\text{EntRes}(X)_I = w_I] \leq \left(\frac{1}{2} + \frac{3}{\beta} \cdot r^{-\alpha}\right)^{m-c\mu} \leq 2^{-m + c\mu} \varepsilon^{c\mu m} \leq 2^{-m + c\mu} 2^{10\mu}.$$

Now, we have

$$c\mu + 10\mu \leq 2c\mu \leq \frac{8 \ln \frac{1}{\varepsilon}}{\ln \ln \frac{1}{\varepsilon} + \ln \frac{1}{\mu}} \leq \frac{8 \ln \frac{1}{\varepsilon}}{\ln \ln \frac{1}{\varepsilon} + \frac{4}{\alpha} \ln r} = o\left(\log \frac{1}{\varepsilon}\right).$$
We have shown that except with probability $\varepsilon$, the output $\text{EntRes}(X)$ has min-entropy $m - o(\log(1/\varepsilon))$, as desired. More specifically, the min-entropy in the good columns alone is at least $m - o(\log(1/\varepsilon))$, and we stress that the good columns are not fixed but depend on the sample itself.

3.2.2 The bounded-independence case – proof of Theorem 3.6

Throughout this section, we use the same notations as in Lemma 3.7. We are given $X$ that is a $(q, t)$-non-oblivious $\Sigma$-fixing source. We use a similar approach to the one taken in [CZ16]. For the sake of the proof, we:

- Let $GU$ be the distribution in which the good players are jointly uniform, and the bad players are arbitrary.
- Define a small-depth circuit $C'$ that is related to $\text{EntRes}$ so that $H_\infty(\text{EntRes}(X)) \geq H_\infty(C'(X))$.

We will show that $C'(X)$ and $C'(GU)$ are statistically close to each other. Finally, the results of Section 3.2.1 proves that except for a small probability, $H_\infty(C'(GU)) \geq m - o(\log(1/\varepsilon))$.

Proof of Theorem 3.6. Fix a $(q, t)$-non-oblivious $\Sigma$-fixing source $X$. Let $GU$ be the distribution where the good players are jointly uniform, and the bad players are arbitrary. We construct a circuit $C'$: $\{0, 1\}^m \to \{0, 1\}^m$ such that:

$$(C'(x))_i = \begin{cases} \text{EntRes}(x)_i & \text{If } E_i(x) = 0, \\ 0 & \text{Otherwise.} \end{cases}$$

Recall that $E_i$ is fully determined by the good players, and so does $\text{EntRes}(X)_i$ when $E_i = 0$. Hence, $C'$ is fully determined by the good players.

We can write a small-depth circuit computing $C'$. Let $C$ be the depth-3 size $r^{1/\beta}$ circuit that computes the function $\text{Res}: \{0, 1\}^r \to \{0, 1\}$ as guaranteed by Theorem 3.4. Construct a circuit for $C'$ as follows:

- For $i \in [m]$ and $b \in \{0, 1\}$ let $C_{i,b}$ be a copy of $C$ where we wire $(x_i)_j$ for every good player $j \in [r]$, and the value $b$ for every bad player.
- The top part contains $m$ comparators, outputting the output of $C_{i,0}$ if the output of $C_{i,0}$ is the same as the output of $C_{i,1}$, and 0 otherwise.

The circuit has depth 4 and size $s'' = O(mr^{1/\beta})$ and its correctness is guaranteed by the fact that $\text{Res}$ is monotone (so it is sufficient to consider the case where the bad players voted unanimously).
By Lemma 2.14, \( \text{SD}(C'(GU), C'(X)) \leq 2^{m - \frac{t}{\log(mr)c''}} \) for some large enough universal constant \( c'' > 0 \). For every \( w \in \{0,1\}^m \):

\[
\Pr[\text{EntRes}(X) = w] \leq \Pr[\text{EntRes}(X)_I = w_I]
= \Pr[C'(X)_I = w_I]
\leq \Pr[C'(GU)_I = w_I] + 2^{m - \frac{t}{(\log(mr)c'')}}
\leq 2^{-m+\frac{8 \ln \frac{1}{\alpha}}{\ln n + \frac{1}{\alpha} \ln r}} + 2^{m - \frac{t}{(\log(mr)c'')}},
\]

where in the last inequality we have used Lemma 3.7. We can set the constant \( c' \) stated in the theorem to be larger than \( c'' \) and get that

\[
\Pr[\text{EntRes}(X) = w] \leq 2 \cdot 2^{-m+\frac{8 \ln \frac{1}{\alpha}}{\ln n + \frac{1}{\alpha} \ln r}}.
\]

To conclude, note that the above holds with probability at least \( 1 - \varepsilon \), and then \( \text{EntRes}(X) \) has min-entropy at least \( -1 + m - \frac{8 \ln \frac{1}{\alpha}}{\ln n + \frac{1}{\alpha} \ln r} = m - o(\log(1/\varepsilon)) \), as desired.

\[\square\]

4 Low Error Two-Source Condensers With High Entropy Loss

Chattopadhyay and Zuckerman [CZ16] showed a reduction from two independent sources to non-oblivious bit-fixing sources. In Section 4.1 we extend this to many output bits and show a reduction from two independent sources to non-oblivious \( \Sigma \)-fixing sources. Our reduction is similar to the one in [CZ16], and here:

- We let the non-malleable extractors output \( m \) bits rather than a single bit, obtaining a non-oblivious \( \Sigma \)-fixing source for \( \Sigma = \{0,1\}^m \).

- Correspondingly, we apply our entropy-resilient function \( \text{EntRes} \) whereas in [CZ16] the function \( \text{Res} \) is applied.

In Section 4.2 we use this together with the results of Section 3 to get a low error two-source condenser with many output bits, yet still far from getting almost all of the possible entropy from the two sources.

4.1 From two independent sources to a non-oblivious \( \Sigma \)-fixing source

In this section, we revisit the [CZ16] transformation of two independent sources to a non-oblivious bit-fixing source (i.e., with \( m = 1 \)), and extend it to sources with several bits.
Throughout this section, we refer to $\varepsilon_{\text{GUV}}, c_{\text{nm}}$ as the constants that appear in Theorem 2.4 and Theorem 2.12, respectively.

**Theorem 4.1.** For every integers $n, t, m, k$, with $n \geq k \geq (tm \log n)^5$ and set $\Sigma = \{0, 1\}^m$, there exists a poly(n)-time computable function

$$\text{TwoSourcesToNOF} : \{0, 1\}^n \times \{0, 1\}^n \rightarrow \Sigma^r,$$

where $r = n^{2\varepsilon_{\text{GUV}}}$ such that the following holds. Let $X_1, X_2$ be a pair of independent $(n, k)$-sources. Then, with probability at least $1 - 2^{-k/2}$ over $x_2 \sim X_2$, the output

$$\text{TwoSourcesToNOF}(X_1, x_2)$$

is $(n^{-mt})$-close to an $(r^{1-\frac{1}{\varepsilon_{\text{GUV}}}}, t)$-non-oblivious $\Sigma$-fixing source.

**Proof.** We start by setting the following parameters:

**Setting of parameters.**

- Set $\varepsilon_{\text{GUV}} = \frac{1}{n}$.
- Set $d_{\text{GUV}} = c_{\text{GUV}} \log \left( \frac{n}{\varepsilon_{\text{GUV}}} \right) = 2c_{\text{GUV}} \log n$.
- Set $\varepsilon_{\text{nm}} = 2^{-4mt(d_{\text{GUV}} + \log m)}$.
- Set $d_{\text{nm}} = c_{\text{nm}} t^2 \log^2 \left( \frac{n}{\varepsilon_{\text{nm}}} \right)$.

Note that $\varepsilon_{\text{nm}} = 2^{-\Theta(mt \log n)}$ and that $d_{\text{nm}} = \Theta(t^4 m^2 \log^2 n)$.

**Building blocks.** For the construction of $\text{TwoSourcesToNOF}$, we make use of the following ingredients:

- Let $\text{Ext} : \{0, 1\}^n \times \{0, 1\}^{d_{\text{GUV}}} \rightarrow \{0, 1\}^{d_{\text{nm}}}$ be the $(k/2, \varepsilon_{\text{GUV}})$-strong-seeded-extractor, guaranteed by Theorem 2.4. One can verify that $k/2 \geq 2d_{\text{nm}}$ as required by Theorem 2.4.

- Let $\text{nmExt} : \{0, 1\}^n \times \{0, 1\}^{d_{\text{nm}}} \rightarrow \{0, 1\}^m$ be the $(k, \varepsilon_{\text{nm}})$ $t$-non-malleable extractor, guaranteed by Theorem 2.12. Note that $k \geq 3tm$ so the hypothesis of Theorem 2.12 is met with our choice of parameters.

**The construction.** We identify $[r]$ with $\{0, 1\}^{d_{\text{GUV}}}$. On inputs $x_1, x_2 \in \{0, 1\}^n$, we define $\text{TwoSourcesToNOF}(x_1, x_2)$ to be the $r \times m$ matrix whose $i$-th row is given by

$$\text{TwoSourcesToNOF}(x_1, x_2)_i = \text{nmExt}(x_1, \text{Ext}(x_2, i)).$$
Analysis. Write $D_{nm} = 2^{d_{nm}}$ and identify $[D_{nm}]$ with $\{0,1\}^{d_{nm}}$. Let $G \subseteq [D_{nm}]$, $|G| \geq (1 - \sqrt{\varepsilon_{nm}})D_{nm}$, be the set of good seeds guaranteed by Lemma 2.10. By Lemma 2.11, for any distinct $r_1, \ldots, r_t \in G$,

$$(\text{nmExt}(X_1, r_1), \ldots, \text{nmExt}(X_1, r_t)) \approx_{t, \sqrt{\varepsilon_{nm}}} U_{tm}.$$ 

Let $S(X_2) = \{\text{Ext}(X_2, 1), \ldots, \text{Ext}(X_2, 2^{d_{nm}})\}$. By Theorem 2.5,

$$\Pr_{x_2 \sim X_2} [|S(x_2) \cap G| \leq (1 - \sqrt{\varepsilon_{nm}} - \varepsilon_{\text{GUV}}) \cdot r] \leq 2^{-k/2}.$$ 

We say that $x_2 \in \text{supp}(X_2)$ is good if it induces a good sample, that is if $|S(x_2) \cap G| > (1 - \sqrt{\varepsilon_{nm}} - \varepsilon_{\text{GUV}})r$. Fix a good $x_2$ and let $Z = \text{TwoSourcesToNOF}(X_1, x_2)$. In the good seeds, every $t$ elements of $Z$ are $(t \sqrt{\varepsilon_{nm}})$-close to uniform, and there are at most $q \leq (\sqrt{\varepsilon_{nm}} + \varepsilon_{\text{GUV}})r$ bad rows. Applying Lemma 2.2, we get that $Z$ is $\zeta = t \sqrt{\varepsilon_{nm}}(rm)^{mt}$-close to a $(q,t)$-non-oblivious bit-fixing source. By our choice of $\varepsilon_{nm}$,

$$\zeta = 2^{-2mt(d_{\text{GUV}} + \log m)}2^{mt \log (rm)} \leq 2^{-mt \log r} \leq n^{-mt}.$$ 

Further,

$$q \leq (\sqrt{\varepsilon_{nm}} + \varepsilon_{GUV})r \leq 2\varepsilon_{\text{GUV}}r = 2r^{-1/2 \varepsilon_{\text{GUV}}} \leq r^{1 - \frac{1}{4\varepsilon_{\text{GUV}}}}.$$ 

We now analyse the running-time. We first apply Ext to compute $S(x_2)$, which takes time $\text{poly}(n, \log(1/\varepsilon_{\text{GUV}})) = \text{poly}(n)$. Then, applying each $\text{nmExt}$ takes

$$\text{poly}(n, \log(1/\varepsilon_{\text{nm}})) = \text{poly}(n, m, t, d_{\text{GUV}}) = \text{poly}(n)$$

time and we do it for $r = \text{poly}(n)$ times. Overall, the running time is $\text{poly}(n)$, as required. In particular, as $n \geq k \geq m$, the running time is also poly-logarithmic in the errors of the construction, $2^{-k/2}$ and $n^{-mt}$.

\[\Box\]

### 4.2 Low error condensers with high entropy loss

**Theorem 4.2.** There exists a universal constant $c \geq 1$ such that the following holds. For every integers $n, k, m$ and every $\varepsilon > 0$ such that $n \geq k \geq (m \log(n/\varepsilon))^c$ there exists a $\text{poly}(n)$-time computable $(n, k, (n, k)) \rightarrow_{\varepsilon, 2^{-k/2}} (m, m - g)$-condenser

$$\text{Cond'}: \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1\}^m,$$

that is strong in the second source, with entropy gap $g = o(\log(1/\varepsilon))$.

**Proof.** We start by describing the construction of our condenser $\text{Cond'}$ and then turn to the analysis. As usual, we let $c_{\text{GUV}}$ be the constant that is given by Theorem 2.4.
Setting of parameters.

- Set $\gamma = \frac{1}{4c_{\text{uv}}}$ and let $0 < \alpha < \beta < 1$ and $c'$ be the constants from Theorem 3.6 with respect to this $\gamma$.
- Set $r = n^{2c_{\text{uv}}}$.
- Set $t = m \cdot (\log(r/\varepsilon))^{c'}$.
- Set $c$, the constant stated in this theorem, to $c = \max(10c', 2/\alpha)$.

Building blocks.

- Let $\text{TwoSourcesToNOF}: \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\}^{r \times m}$ be the function that is given by Theorem 4.1. We are about to apply $\text{TwoSourcesToNOF}$ to $(n,k)$-sources, and indeed $k$ is large enough to satisfy the hypothesis of Theorem 4.1.
- Let $\text{EntRes}: \{0, 1\}^{r \times m} \rightarrow \{0, 1\}^{m}$ be the function from Theorem 3.6 when set with the parameter $\gamma$ as defined above. Note that the hypothesis of Theorem 3.6 holds, as since $c \geq 2/\alpha$ we have that $m < r^{\alpha/2}$, and $t$ is large enough.

The construction. On inputs $x_1, x_2 \in \{0, 1\}^n$, we define

$$\text{Cond}'(x_1, x_2) = \text{EntRes} \left( \text{TwoSourcesToNOF}(x_1, x_2) \right).$$

Analysis. Clearly, $\text{EntRes}$ is computable in $\text{poly}(m, r) = \text{poly}(n)$ time. Let $X_1, X_2$ be a pair of independent $(n, k)$-sources. By Theorem 4.1, except with probability $2^{-k/2}$ over $x_2 \sim X_2$, the output $\text{TwoSourcesToNOF}(X_1, x_2)$ is $n^{-ml}$-close to an $(r^{1-\gamma}, t)$-non-oblivious bit-fixing source. For every $x_2$ for which this event holds, the output $\text{EntRes}(\text{TwoSourcesToNOF}(X_1, x_2))$ is $(n^{-mt} + \varepsilon)$-close to an $(m, m - o(\log(1/\varepsilon)))$-source, and $n^{-mt} \leq \varepsilon$.

5 Deterministically Condensing a Single Block-Source

A distribution $(X, Y)$ is a blockwise source if both $X$ has sufficient min-entropy and also for every $x \in \text{supp}(X)$, $(Y \mid X = x)$ has sufficient min-entropy. In this section we show how to deterministically condense a blockwise source into a source having very small entropy gap, using the connection between condensers with small entropy gap and samplers with multiplicative error and ideas from [RRV99]. In the next section we will use it to significantly increase the output length of the condenser from Section 4.2.
Lemma 5.1 (Deterministically condensing a blockwise source). Let $X$ be an $(n, k)$-source. Let $Y$ be a $d$-bit random variable (that may depend on $X$) such that for every $x \in \text{supp}(X)$, the random variable $(Y | X = x)$ is $\varepsilon_B$-close to a $(d, d - g)$-source.

Let $\text{Ext}: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m$ be a $(k_{\text{Ext}}, \varepsilon_{\text{Ext}})$-seeded-extractor. Suppose $k \geq k_{\text{Ext}} + \log(1/\varepsilon_{\text{Ext}})$. Then, $\text{Ext}(X, Y)$ is $(2^{g+2}\varepsilon_{\text{Ext}} + 2\varepsilon_B)$-close to an $(m, m - g - 1)$-source.

Proof. Fix any $T \subseteq \{0, 1\}^m$. Define the set

$$\text{OverHit}_T = \left\{ x \in \{0, 1\}^n : \Pr_{y \sim U_d}[\text{Ext}(x, y) \in T] > \mu(T) + \varepsilon_{\text{Ext}} \right\}.$$

Claim 5.2. $|\text{OverHit}_T| < 2^{k_{\text{Ext}}}$.

Proof. Suppose towards a contradiction that $|\text{OverHit}_T| \geq 2^{k_{\text{Ext}}}$ and let $B$ denote the random variable that is uniform over the set $\text{OverHit}_T$. Since $B$ has min-entropy at least $k_{\text{Ext}}$, the output $\text{Ext}(B, U_d)$ is $\varepsilon_{\text{Ext}}$-close to uniform, and therefore $\Pr_{x \sim B, y \sim U_d}[\text{Ext}(x, y) \in T] \leq \mu(T) + \varepsilon_{\text{Ext}}$. This stands in contradiction to the definition of $B$. \qed

Now,

$$\Pr[\text{Ext}(X, Y) \in T] \leq \Pr[\text{Ext}(X, Y) \in T | X \notin \text{OverHit}_T] + \Pr[X \in \text{OverHit}_T].$$

By Claim 5.2, $\Pr[X \in \text{OverHit}_T] \leq 2^{k_{\text{Ext}} - k}$. Also, for every $x \notin \text{OverHit}_T$ let

$$GY_x = \left\{ y \in \{0, 1\}^d : \text{Ext}(x, y) \in T \right\}.$$

By definition, $\mu(GY_x) \leq \mu(T) + \varepsilon_{\text{Ext}}$. Also, $Y|X = x$ is $\varepsilon_B$-close to some random variable $Y'_x$ having support size at least $2^{d-g}$. Therefore,

$$\Pr_{y \sim (Y|X = x)}[\text{Ext}(x, y) \in T] = \Pr_{y \sim (Y|X = x)}[y \in GY_x] \leq \varepsilon_B + \Pr[Y'_x \in GY_x] \leq \varepsilon_B + 2^{g}(\mu(T) + \varepsilon_{\text{Ext}}).$$

Thus,

$$\Pr[\text{Ext}(X, Y) \in T] \leq \Pr[\text{Ext}(X, Y) \in T | X \notin \text{OverHit}_T] + \Pr[X \in \text{OverHit}_T] \leq 2^{g}\mu(T) + 2^{g}\varepsilon_{\text{Ext}} + \varepsilon_B + 2^{k_{\text{Ext}} - k} \leq 2^{g}\mu(T) + (2^{g} + 1)\varepsilon_{\text{Ext}} + \varepsilon_B.$$

But,

Claim 5.3. Let $Z$ be a random variable over $n$-bit strings such that for every $T \subseteq \{0, 1\}^n$, $\Pr[Z \in T] \leq 2^g \mu(T) + \varepsilon$. Then, $Z$ is $2\varepsilon$-close to an $(n, n - g - 1)$-source.
Proof. Set $H = \{ x : \Pr[Z = x] > 2^{-(n-g-1)} \}$. On the one hand,

$$
\Pr[Z \in H] = \sum_{x \in H} \Pr[Z = x] \geq 2^{g+1}\mu(H).
$$

On the other hand, by our assumption, $\Pr[Z \in H] \leq 2^{g}\mu(H) + \varepsilon$. Together, we get that $2^g\mu(H) \leq \varepsilon$. Thus, $\Pr[Z \in H] \leq 2\varepsilon$. As $H$ are all the heavy elements, we conclude that $Z$ is $2\varepsilon$-close to a distribution with $n - g - 1$ min-entropy.

We can therefore summarize that $\text{Ext}(X, Y)$ is $(2^{g+2}\varepsilon_{\text{Ext}} + 2\varepsilon_{B})$-close to an $(m, m - g - 1)$-source.

6 Low Error Two-Source Condensers

In this section we will construct our low error condenser, with small entropy gap outputting many bits, by exploiting the block-wise structure of our previous construction. Roughly speaking, we are close to a scenario in which $X_2$ has sufficient min-entropy and also for every fixing of $x_2 \in \text{supp}(X_2)$, the random variable $\text{Cond}'(X_1, x_2)$ is close to uniform. The result of Section 5 can then be applied – allowing us to extract almost all the entropy from one of the sources. To that end, we prove the following theorem, which readily implies Theorem 1.3.

**Theorem 6.1** (Main theorem). *There exists a universal constant $c \geq 1$ such that the following holds. For every integers $n \geq k$ and every $\varepsilon > 0$ such that $k \geq \log^c(n/\varepsilon)$ there exists a $\text{poly}(n, \log(1/\varepsilon))$-time computable $(|n, k), (n, k)) \to \varepsilon (m, m - g)$ two-source condenser

\[
\text{Cond} : \{0,1\}^n \times \{0,1\}^n \to \{0,1\}^m
\]

with $m = k - 5\log(1/\varepsilon) - O(1)$ and $g = o(\log(1/\varepsilon))$.*

**Proof.** We start by setting some parameters.

**Parameters.**

- Set $\varepsilon_{\text{Cond}'} = \varepsilon/8$.
- Set $\varepsilon_{\text{Ext}} = \varepsilon^2/32$.
- Set $k_{\text{Ext}} = k - \log(2/\varepsilon)$.
- Set $d_{\text{Ext}} = c' \log n \cdot \log(n/\varepsilon_{\text{Ext}})$ where $c'$ is the constant that is given by Theorem 2.6.

For the construction we make use of the following building blocks.

- Let $\text{Ext} : \{0,1\}^n \times \{0,1\}^{d_{\text{Ext}}} \to \{0,1\}^m$ be the $(k_{\text{Ext}}, \varepsilon_{\text{Ext}})$-strong-seeded-extractor that is given by Theorem 2.6. By that theorem, $m = k_{\text{Ext}} - 2\log(1/\varepsilon_{\text{Ext}}) - O(1)$.
• Let $\text{Cond}': \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1\}^{\text{dExt}}$ be the $((n,k),(n,k)) \rightarrow_{\varepsilon_{\text{Cond}'},2^{-k/2}} (d_{\text{Ext}}, d_{\text{Ext}} - g')$-condenser, strong in the second source, that is given by Theorem 4.2, with $g' = o(\log(1/\varepsilon_{\text{Cond}'})$. Note that our choice of parameters satisfies the hypothesis of Theorem 4.2 for a large enough constant $c$.

The construction. On inputs $x_1, x_2 \in \{0,1\}^n$, we define

$$\text{Cond}(x_1, x_2) = \text{Ext}(x_2, \text{Cond}'(x_1, x_2)).$$

Analysis. Let $X_1, X_2$ be a pair of independent $(n,k)$-sources. By Theorem 4.2, with probability at least $1 - 2^{-k/2}$ over $x_2 \sim X_2$, the random variable $\text{Cond}'(X_1, x_2)$ is $\varepsilon_{\text{Cond}'}$-close to a $(d,d-g')$-source. Lemma 5.1 implies that $\text{Ext}(X_2, \text{Cond}'(X_1, X_2))$ is $2^{-k/2} + (2g' + 2\varepsilon_{\text{Ext}} + 2\varepsilon_{\text{Cond}'})$-close to an $(m,m-g'-1)$-source.

By our choice of parameters, $2^{-k/2} + 2g' + 2\varepsilon_{\text{Ext}} + 2\varepsilon_{\text{Cond}'} \leq \varepsilon$. Note that $k - m = \log(2/\varepsilon) + 2\log(1/\varepsilon_{\text{Ext}}) = 5\log(1/\varepsilon) + O(1)$. The running-time of the construction readily follows from the running-times of $\text{Cond}'$ and $\text{Ext}$. ☐
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