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1. General

1.1. Overview

This document contains design specification and functional requirements for the Center system, as part of the P2P anonymous communication network.

1.2. Document Scope

The document focuses mainly on the center’s server and web-site.

1.3. Revision history

	Version
	Primary Author(s)
	Description of Version
	Date 

	First Draft
	Center group
	Overview
	11.11.02

	Second Draft
	Center group
	Design document
	25.11.02

	
	
	
	


1.4. Related documents

Further information about the system’s protocol can be found on [BFT02].

Information about other parts of the workshop system (viewer, agents) can be found on the workshop web-site (http://www.math.tau.ac.il/~kaufmant/sadna/).

1.5. Definitions and Acronyms

· Agent – A P2P client.

· Center – The network’s server.

· Viewer – The graphical tool for network performance analysis.

· Protocol – The protocol described at [BFT02]

· Server parameters – Path length (PL), Tick-time (T), Keep-alive time (KA)
· Timestamp – The time telling agent since when it can use the list with this  timestamp
2. Requirements overview

2.1. Goals & Responsibility

· A network’s server that maintains agents list, connection and disconnection from system.

· A dynamic web-site for the workshop.

2.2. System Environment

The center-system serves as a main coordinator of the agents operation.

2.3. Users

The center-system’s end-user is the P2P anonymous communication network administrator.

Agents are the software-components using our system. 

2.4. Assumptions & Dependencies

· The server is designed for research purposes and not as industrial software.

· We assume that the other parts (Agent) comply with the protocol.
2.5. Environmental Constraints 

· Interface/protocol requirements – See appendix A.1
· Performance requirements – Ability to efficiently manage reasonable number of clients simultaneously.  
2.6. Portability

We write our system under the WINDOWS environment, thus portions of the code might not be portable.

3. Functional Requirements

· Server:

· Manage the active agents list.

· Allow agents to join/quit the protocol or get the active players list by specifying: 

· An IP/PORT number.

· A nickname (The system will ensure uniqueness).

· A public key.

· Supply agents with:

· Global time (see protocol).

· Length of message delivery path (see protocol).

· Interval between message delivery time (see protocol).

· Keep-alive time.

· Recovery – the server saves the agents list on the disk, thus enabling fast recovery in case of a system crash.
· To filter and delete inactive agents 
· Maintain agents list static (unchanged) for long period of time
· Web-site:

· Documentation of the various parts of the workshop:

· [BFT02]

· Documentation of the viewer, agents and center.
· Links to download an agent program.
· Manuals for the agent, center, viewer.

·  Source code of the complete system.
· Optionally – database of system’s users, mailing-list, automatic mail notifications on new software versions.
· Link to the workshop web-page. 
4. Design 

4.1. Highlights

The center system consists of two parts: 

· The P2P anonymous communication network server

· The workshop web-site.

4.2. Basic Assumptions

Reasonable number of clients (server is designed for research purposes). 

4.3. Design Goals and tradeoffs

· Performance: availability and efficiency – considering reasonable number of clients, system is designed for fast client service.
· Reliability and robustness – the system saves its data on disk, thus enabling fast recovery. 

· Maintainability – the system will be well documented to allow easy maintenance. 
4.4. Open issues

· We might add server authentication for client (solving the malicious server problem). 

· Database of system’s users, mailing list, automatic mail notifications on new software versions.
System Overview

4.5. Program Static Structure (Architecture diagram)

Server:
Class Server

Data:

· Players data (two lists – W and R. Agents read the R list while server updates the W list. Switching between lists occurs periodically). 
· Socket

· Current parameters :
· Length of path

· KA – used by agents to be synchronized
· T – see protocol 
· Lists switching time (ST) – every one hour, for example.
· Vector of threads handles 

Actions:

· A main loop operation (listening to main socket and accepting clients)

· To load data from file, periodically save data to file
·  Initialize main socket

· Operation for filtering non-reporting agents
· Operation for serving a client (done by a thread) 

· Operation to calculate current parameters 
· Operation for keeping the list updated periodically 
Class Client

Data:

· IP/Port

· Public key

· Nickname

Web:
· Web page

· Optionally – database of program users

4.6. Component Flow

4.6.1. Main loop / Events

Server’s main loop:

· Accept new client 

· If the time has come [we reached ST] for switching the lists:

· Update server parameters
· Kill disturbing threads (any threads that have not finished reading the old R list)
· Set R <-W

· Set  W to be an empty list (to implicitly filter non-reporting agents)
· Set timestamp for new list to ST + 2*KA
· Update ST to next ST (add one hour, for example)
· Create thread to handle the client

4.6.2. Startup / shut down process

Startup of server:

· Load data from file

· Initialize R and W lists (at first run, both are empty)

· Create main socket

· Listen on main socket

· Main loop

Shut down:
· Save data on file

· Terminate 
4.6.3. Threads and synchronization 

          The server uses casual threads, to serve each accepted client.

Flow diagram

Flow diagram of the main thread: 









5. Data Model 
5.1. Global data structure

Server:

· List of clients:

· Implemented using STL map container.

· Stored data are the class client-in-list.

· Map key is concatenation of IP and PORT.

· Server parameters:

· Global time, Path length, Tick-time Keep-alive time (Sent for agents)
· ST
5.2. Internal data structure

- We hold a map for clients’ nicknames. This map is used to keep nicknames unique. 

5.3. Database 

We might add a database to the web page, which will hold data of system’s users. The schema of the database is as following:

Table name: clients.

Fields:

· Name

· E-mail

· Date of software download

· Version of software downloaded

· Fun stuff!!

5.4. External Data resources

- We hold a file that contains data of the server

Interfaces

5.5. System Interface

See appendix A.1

6. User interface

Server:

Our user is the system administrator, so we might add statistical information for him (show number of client on-line, number of client served, etc.). 

Web-site:

- Interactive, form based web site using ASP technology.

7. Open Issues

See section for open issues above.

8. Testing

We can test our server with simple clients that we write. These clients will simulate behavior of real agents that will be integrated later.

9. Time Schedule

	Stage / Month
	October
	November
	December
	January

	Design
	***********************

                                             ******************************   

                                                                     ****************************

                                                                                                          ************
                                                                                                                         *********

	Coding
	

	Documentation
	

	Integration
	

	Finish
	


Appendix A.1

Protocol interface:

· Center’s server listens on port 7878

· Address data:

	IP
	PORT

	4 bytes
	2 bytes


· Agent data:

	Address data
	Public key
	Nickname

	See above
	220 bytes
	12 bytes


· Server’s parameters data

	Length of path
	Global time
	Tick time
	Keep-alive time

	4 bytes
	4 bytes
	4 bytes
	4 bytes


· Format get-list request from agent:

	Magic
	Header
	Agent data

	0xAAEF01AA
	0x33
	See above

	4 bytes
	1 byte
	


· Format get-list reply from center (two answers):

	Magic
	Header
	Parameters data

	0xAAEF01AA
	0x44
	See above

	4 bytes
	1 byte
	


	Magic
	Header
	Number of agents
	Agents data

	0xAAEF01AA
	0x33
	
	See above

	4 bytes
	1 byte
	4 bytes
	


· Format quit request from client:

	Magic
	Header
	Address data

	0xAAEF01AA
	0xFF
	See above

	4 bytes
	1 byte
	


- No reply from center
Load data
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If ST has come, see 5.2.1
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