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Abstract—Inference of queries from their output examples has been extensively studied in multiple contexts as means to ease the formulation of queries. In this paper we propose a novel approach for the problem, based on provenance. The idea is to use provenance in two manners: first as an additional information that is associated with the given examples and explains their rationale; and then again as a way to show users a description of the difference between candidate queries, prompting their feedback. We have implemented the framework in the context of simple graph patterns and union thereof, and demonstrate its effectiveness in the context of multiple ontologies.

I. INTRODUCTION

SPARQL is the predominant query language for ontology querying, allowing users to fetch, filter, and manipulate data. For a given query, provenance information is a form of metadata that is associated with query results, to describe the origin of each piece of data and the computational process leading to its generation. The tracking, storage and presentation of provenance have been extensively studied in general [1], [2], [3], [4], [5], [6], [7], and specifically in the context of SPARQL [8], [9].

The main contribution of this paper is a novel framework, that uses provenance for the inference of SPARQL queries. The high-level idea is to leverage provenance information in two ways, as follows.

First, provenance is provided as an input to the framework. In this sense, our solution resembles the lines of work on query-by-example and query-by-output [10], [11], [12], [13], [14], with our novelty being in that we attach provenance information to each given output example. This provenance information could either come from a recorded trace of the evaluation of the query (where the query itself has been lost, the latter being the assumption in e.g. [11]), or compiled from an explanation provided by the user. The provenance model that we use is simple enough – namely the ontology sub-graph which is the image of the query – so that intuitively formulated explanations may be compiled to it.

Providing provenance information along with the given examples naturally narrows the search space, but both our theoretical analysis and experimental results indicate that it may still be far from uniquely dictating a query. Here is where our second use of provenance comes into play, as follows. We first restrict the attention to k queries, by requiring a match to the explanations, combined with a ranking and pruning mechanism. Then we repeatedly show an explanation of the difference between each two queries – namely an output of one query that is not an output of the second query, along with its provenance with respect to the first query. Here again, the general interactive approach has already been employed for data exploration [15], but the novelty here is again our use of provenance, this time as means of explaining differences between candidate queries.

As a simple illustrative example, consider an ontology of authors and papers, and a query asking for all authors with Erdős number 2. Examples for the query output, i.e. example authors, will likely be un-indicative of the actual intended query, since the authors may share many other characteristics. The provenance of an example author with respect to the intended query will be one of her co-authorship paths to Erdős of length 2. This additional information clearly focuses the search for a query, but will still allow for multiple queries in addition to the intended one, for instance one that uses a constant for the name of the third author in the chain if this name was the same for the given examples. In such cases, showing not only an example of the difference between the query results (i.e. an author with Erdős number 2 through a different “middle” author), but rather the provenance of such results, i.e. the chain going through the other middle author, will allow users to distinguish between the queries.

Towards a solution, several modeling and algorithmic challenges are addressed, as follows.

Model and Problem Formulation (Section II): We first need to define the provenance model and the formal notion of a query that is consistent with a given provenance information. We focus in this paper on a simple class of SPARQL queries, namely basic graph patterns with a single output node and union thereof, possibly with disequalities. For such queries there is an intuitive notion of provenance for a given result node n – the ontology subgraph that is the image of some homomorphism from the query to the ontology graph, which yields n. Then, a query is consistent with a set of examples and their provenance information if evaluating the query yields each of the examples with provenance that is isomorphic to the given one.
Simple Queries (Section III): We then study the problem of finding consistent queries, starting by assuming that the target query consists of a single pattern (i.e., no union). We show that it is trivial to find some consistent query, but there are many such queries, and some are more natural than others. To this effect, we devise a simple preference criterion, namely that of the number of variables occurring in the query. Intuitively there is a correlation between the number of variables in the query and the “tightness” of its fit to the given examples. We show that it is NP-hard to find one that is a “tight fit” in the sense that its number of variables is minimal. We further devise a greedy heuristic solution aimed at minimizing the number of variables.

Union Queries (Section IV): When union is allowed, there is always a trivial query with no variables whose simple patterns are precisely those given as explanations to examples. There is a trade-off between the number of patterns and the number of variables in each pattern – intuitively when we merge two explanations into a single pattern, we may need to introduce variables to account for different labels in the two explanations. Our target then is to minimize some weighted average of the two desiderata, and again we apply a greedy solution. We further provide a natural greedy extension that maintains at each step not only the current best query but rather the top-\(k\) queries in this step.

Feedback (Section V): As mentioned above, we use provenance not only as the input to the system but also to prompt user feedback that allows us to choose between the candidate queries. We show how to efficiently generate provenance for the output of a difference query between two candidates; this provenance information is then presented to users and their answer is in turn used to disqualify candidate queries. We have also asked users to provide examples and explanations that match either queries that were given to them or ones of their own. The results indicate the feasibility of our approach, as our implementation was able in most cases to reconstruct the query based on a fairly small number of examples.

We overview related work in Section VII and conclude in Section VIII. For lack of space, some of the proofs are deferred to the full version [16].

II. PRELIMINARIES AND MODEL

We now discuss the necessary SPARQL background including ontology graphs and also define our provenance model.

A. Graph Model

For data representation, we assume infinite sets of predicates \(\mathcal{P}\) and of values \(\mathcal{V}\). An ontology database is a graph \(\mathcal{O} = (V,E,L_V,L_E)\), where \(L_E : E \rightarrow \mathcal{P}\) and \(L_V : V \rightarrow \mathcal{V}\) are functions mapping the edges and nodes to predicates and values, respectively. \(L_v\) is required to be one-to-one, i.e., there is at most one node in the ontology with each value. There may be multiple edges between each two nodes but their predicates must then be distinct. As a running example we will use the small ontology of publications depicted in Figure 1a. All edges are labeled \(wb\) (“written by”) and each node is mapped to a unique value appearing in it.

To define queries, we extend the range of the function \(L_V\) to further include an infinite set of variable names \(\mathcal{V}_\text{ars}\). A simple SPARQL query is then a tuple \((V,E,L_E,L_V,v)\) where \(V,E,L_E\) are defined as before, \(L_V : V \rightarrow \mathcal{V} \cup \mathcal{V}_\text{ars}\), and \(v \in V\), for which \(L_V(v) \in \mathcal{V}_\text{ars}\), is called the projected node.

Example 2.1: Examples for simple SPARQL queries are depicted in Figure 2 where \(O_1\) is the projected node.

The semantics of queries is that we look for mappings from the query to some subgraph of the ontology, and for each such mapping, output the node to which the projected node was mapped. This is formalized by the next definition of a match.

Definition 2.2: Given a simple SPARQL query \(Q\) and an ontology graph \(\mathcal{O}\), a match of \(Q\) to \(\mathcal{O}\) is a two functions \(\mu_1 : V(Q) \rightarrow V(\mathcal{O})\) and \(\mu_2 : E(Q) \rightarrow E(\mathcal{O})\) such that (1) if \(\mu_1(u) = v\) and \(L_V(u) \in V\) then \(L_V(u) = L_V(v)\), (2) if \(\mu_1(u) = v\) and \(L_V(u) \in \mathcal{V}_\text{ars}\) then for each \(v\) such that \(L_V(v) = L_V(w)\), it holds that \(L_V(\mu_1(u)) = L_V(\mu_1(v))\), (3) if \(\mu_2(e) = e'\) then \(L_E(e) = L_E(e')\), and (4) if \(\mu_2(e) = e'\) where \(e = (u,v)\), \(e' = (w,x)\) then \(\mu_1(u) = w, \mu_1(v) = x\).

Abusing notation, we will sometimes use a single notation \(\mu\) for a mapping of both nodes and edges. Let \(v \in V(\mathcal{O})\) be the projected node of a query \(Q\) and let \(\mu\) be such a mapping. Then \(\mu(v)\) is a result of \(Q\) defined by \(\mu\) and is denoted by \(Q_\mu(\mathcal{O})\).

Since a query \(Q\) may have several matches to an ontology \(\mathcal{O}\), yielding several results, the evaluation result of the query \(Q\) w.r.t the ontology \(\mathcal{O}\) is defined as \(Q(\mathcal{O}) = \bigcup Q_\mu(\mathcal{O})\).

Example 2.3: Consider the ontology \(E_1\) depicted in Figure 1a, and the query \(Q_1\) depicted in Figure 2a. \(Q_1\) matches the subgraph since we can define a mapping \(\mu\) by \(\mu(??p_1) = \text{paper}_1, \mu(??p_2) = \text{paper}_2, \mu(??p_3) = \text{paper}_3, \mu(??a_1) = \text{Alice}, \mu(??a_2) = \text{Bob}, \mu(??a_3) = \text{Carol}, \mu(??a_4) = \text{Erdos}\). The output \(Q^\mu_1(E_1)\) is the value \(\text{Alice}\), and this is also \(Q_1(E_1)\).

A SPARQL query is a collection of simple SPARQL queries \(Q = \bigcup \{q_1, \ldots, q_n\}\), where the output is defined to be the union of the output sets, i.e., \(Q(\mathcal{O}) = q_1(\mathcal{O}) \cup \ldots \cup q_n(\mathcal{O})\).

B. Graph Provenance

SPARQL provenance can be described as a graph, relying
on the graph structure of the ontology and query and the match between them (Definition 2.2).

**Definition 2.4:** For a given SPARQL simple query \( Q \), an ontology graph \( O \), and a match \( \mu \) of \( Q \) to \( O \) yielding the result \( res \), the provenance of \( res \) with respect to \( \mu \) is \( prov_\mu(res) = \mu(Q) \), i.e., the image of \( \mu \) for \( Q \).

Combining all matches of \( Q \) to \( O \) yielding the result \( res \) gives the provenance of \( res \), defined as \( prov(res) = \{ \mu(Q) \mid \mu \) is a matching yielding \( res \} \).

The above definition intuitively captures provenance as a set of graphs whose nodes and edges are the images of matches of the query \( Q \) to the ontology \( O \).

Given a SPARQL query \( Q = \text{Union}(\{q_1, \ldots, q_n\}) \), an ontology graph \( O \), and a result \( res \), the provenance of \( res \) is \( prov(res) = prov_{q_1}(res) \cup \ldots \cup prov_{q_n}(res) \), where \( prov_q(res) \) is the provenance of \( res \) w.r.t. the query \( q_i \) and the ontology \( O \).

We now define the problem of learning queries from example results and their explanations. We first introduce the notion of explanations:

**Definition 2.5:** Let \( O \) be an ontology. An explanation is a subgraph of \( O \), i.e., \( E \subseteq O \) that has a node \( v \in V(E) \) called a distinguished node and denoted by \( \text{dis}(E) \).

Intuitively, the distinguished node is the output example the user expects and the rest of the explanation describes the reason that the user has chosen it. The same distinguished node may appear in multiple explanations. We call a set of explanations an example-set.

Our goal is to create a query that will output every distinguished node in the example-set, with the explanation of that distinguished node matching at least one of the graphs in the provenance of that node. We next formally define the notion of a query being consistent with an example-set.

**Definition 2.6:** Given an ontology graph \( O \), an example-set \( Ex \), and a SPARQL query \( Q \) we say that \( Q \) is consistent with respect to \( Ex \) if for every \( E \in Ex \) and its distinguished node \( res \) it holds that \( res \in Q(O) \), and \( E \) is isomorphic to some \( G \) in \( prov_Q(res) \). I.e., the provenance of \( res \) w.r.t. \( Q \) and \( O \) contains \( E \). **CONSISTENT-QUERY** is the problem of finding a consistent query for a given example-set.

We next demonstrate the notion of consistent queries with respect to a given example-set.

**Example 2.7:** Consider the example defined by \( E_1, E_2, E_3, E_4 \) presented in Figure 1, and their output nodes Alice, Dave, Felix, and Harry. Further consider \( Q_1 \) depicted in Figure 2a. There is a match \( \mu_1 \) between \( Q_1 \) and \( E_1 \) producing Alice detailed in Example 2.3. In a similar manner, there is a match between \( Q_1 \) and \( E_2, E_3, E_4 \), thus \( Q_1 \) is consistent with the example-set. \( Q_2 \) is also consistent since there are are matches from \( Q_2 \) to each of the explanations. In particular, the match \( \mu_2 : Q_2 \rightarrow E_1 \) is defined by \( \mu_2(?a_1) = Alice, \mu_2(?a_2) = Bob, \mu_2(?a_3) = Carol, \mu_2(?a_4) = Erdos, \mu_2(?p_1) = \mu_2(?p_2) = paper_1, \mu_2(?p_3) = \mu_2(?p_4) = paper_2, \mu_2(?p_5) = paper_3 \).

**III. SIMPLE QUERIES**

We start by analyzing the problem of **CONSISTENT-QUERY** for simple queries.

We first note that given a candidate query and an example-set, verifying consistency amounts to deciding the existence of an **onto** homomorphism from the query to each of the explanations in the example-set. Intuitively, the homomorphism is required to be onto, since it means that all parts of each given explanation appear in the provenance. Performing this verification is NP-complete in the size of the query [17].

Interestingly, this does not imply hardness of the **CONSISTENT-QUERY** problem. In fact, we can efficiently generate a consistent query if one exists, and otherwise declare that it does not.

**Proposition 3.1:** Given an example-set, there is a PTIME algorithm that decides whether a consistent simple query exists and if it does, returns it.

**Proof:** To prove the claim, we describe the polynomial algorithm and prove its correctness. First, traverse all explanations and check whether the set of edge labels in all explanations is identical. If there is an explanation \( E_i \) with an edge label not appearing in another explanation \( E_j \), there is no simple SPARQL query consistent with both. Second, traverse all explanations and check if one of the following holds: (1) the intersection of sets of edge labels whose source is the distinguished node is non-empty, or (2) the intersection of sets of edge labels whose target is the distinguished node in each explanation is non-empty. We claim that if both (1) and (2) do not hold, no simple consistent query exists:

**Lemma 3.2:** If the intersection is empty, there is no simple SPARQL query consistent with the example-set.

In both cases mentioned above, the algorithm terminates. Otherwise, start constructing the query \( Q \) as follows. For each edge label \( l \), find the explanation with the maximum number \( m \) of appearances of an edge with the label \( l \), and add to \( Q \) \( m \) edges with the label \( l \) where each one of these edges has unique variables as their nodes. The projected node \( x \) is chosen arbitrarily from the variable nodes that are the source/target of edges with a label appearing in the intersection \( I \) (see the reason for this in the sequel). At the end of the process, \( Q \) is composed of a set of disjoint edges. For an explanation \( E_i \in Ex \), every edge with label \( l \) in \( Q \) can be mapped to any edge with label \( l \) in \( E_i \) (the generation process of \( Q \) ensures that
their number is sufficient). Moreover, the edge whose source (target) is the projected node can be mapped to the edge with the distinguished node in $E_1$, since there is at least one edge the same label whose source (target).

**Example 3.3:** Consider the example-set composed of the explanations depicted in Figure 1. The algorithm first checks that the set of labels in $E_1$ is identical to the set of labels in $E_2$ and the set of edges connected to the distinguished nodes Alice, Dave, Felix, Harry all have an edge with the label $wb$ connected to them (i.e., the intersection of edges adjacent to the distinguished node in all explanations is non-empty). Since it is, the algorithm constructs a simple query by taking the maximum number of edges in one explanation with each label $l$. In particular, in our example $l = wb$. Therefore, the algorithm adds 6 edges with the label $wb$ to the query since this is the maximum number of edges with this label in a single explanation in the example (the explanations in Figures 1c, 1d). The algorithm chooses the one of the author nodes arbitrarily to be the projected node. The algorithm then terminates and outputs query $Q_2$ depicted in Figure 2b.

The query generated by the above process is in general not very “interesting”, as it does not capture the connections between the objects described by the user. There may be other consistent queries. For example, consider $Q_2$ depicted in Figure 2b. An author returned by $Q_2$ will not necessarily have any connection to Erdős.

In general:

**Proposition 3.5:** Given an example with 2 explanations and an integer $k$, the problem of deciding whether a simple SPARQL query with at most $k$ variables exists is NP-complete (in the size of the explanations).

In light of this hardness result, we focus on proposing a heuristic solution that generates consistent queries. We start with the case where the input example-set consists of only two explanations, and will then extend the solution to the general case. We define the auxiliary tool of a **complete relation**, which intuitively pairs edges that can later be mapped from a single edge of the generated query.

**Definition 3.6:** Given explanations $E_1, E_2$, with edge sets $E(E_1), E(E_2)$, a set $R \subseteq E(E_1) \times E(E_2)$ is a complete relation if the following hold:

1) $\forall (e_1, e_2) \in R. L_E(e_1) = L_E(e_2)$
2) $\forall e_1 \in E(E_1) \exists e_2 \in E(E_2) \text{ s.t. } (e_1, e_2) \in R$
3) $\forall e_2 \in E(E_2) \exists e_1 \in E(E_1) \text{ s.t. } (e_1, e_2) \in R$
4) $\exists (e_1, e_2) \in R \text{ s.t. the sources/targets of } e_1 \text{ and } e_2 \text{ are the distinguished nodes of } E_1, E_2, \text{ respectively.}$

We show that any consistent queries can stem from some complete relation, using a sequence of basic operations we next define.

**Definition 3.7:** Given a complete relation $R$ over the explanations $E_1, E_2$, we say that $R$ leads to a query $Q$ if $Q$ can be formed from $R$ by the following actions:

1) Adding an edge $e$ to $Q$ for every pair in $(e_1, e_2) \in R$ with the label $L_E(e_1) = L_E(e_2)$ and two nodes whose labels are fresh variables.
2) If the sources/targets of $e_1, e_2$ such that $(e_1, e_2) \in R$ are the distinguished nodes of $E_1, E_2$, mark the source/target of the edge formed in $Q$ as the projected node. If multiple projected nodes are formed in this process, unify them to a single node.
3) Connecting edges $e_1, e_2 \in E(Q)$ in their source if the pairs leading to their generation $(a_1, b_1), (a_2, b_2) \in R$ satisfy that $a_1, a_2$ have the same source and $b_1, b_2$ have the same source (symmetrically for the target).
4) Set a constant in the source of an edge $e \in E(Q)$ if the pair leading to its generation $(a, b) \in R$ satisfies that the source of $a$ is identical to the source of $b$ (symmetrically for the target).

For the purpose of our following results, operations 1 and 2 are mandatory and operations 3 and 4 can be either performed or ignored for every edge.

Intuitively, operations 1 and 2 lead to a consistent query as shown in Proposition 3.1. Operations 3 and 4 are aimed at minimizing the number of variables in the query but are optional, meaning that they are not necessary for consistency of the formed query. Operation 2 may lead to multiple projected nodes since there may be several pairs of edges in the complete relation whose ends are the distinguished nodes, giving rise to the need to unify them into one node. Note that if this is the case, the first (second) edge in any such pair is connected to all the other first (second) edges in the corresponding pairs in the explanation, so unifying the projected nodes formed in this process into a single node in the query maintains its consistency. We now have:

**Proposition 3.8:** Given two explanations $E_1, E_2$, every complete relation $R$ over $E_1, E_2$ and a sequence of the operations in Definition 3.7 leads to consistent query.

In the other direction:

**Proposition 3.9:** Given two explanations $E_1, E_2$, for every consistent query there is a complete relation (Definition 3.6) that can lead to it through a sequence of the operations in Definition 3.7.

Furthermore, we can efficiently generate a query with minimal number of variables for a given complete relation:

**Proposition 3.10:** Given a complete relation, there is a polynomial time algorithm that finds a sequence of operations leading to a consistent simple query with minimum variables (w.r.t the given relation).

**Greedy Approach:** We thus devise an alternative solution that traverses the space of complete relations in a greedy manner. Intuitively, we want to pair an edge from one explanation with its most similar counterpart from the other explanation, and then create a query edge for each pair. This will make the query edges most “specific” as the query edge...
will be mapped to these edges through the matching. To this end, we devise a dynamic gain function for each pair of edges $e_1 \in E(E_1)$ and $e_2 \in E(E_2)$. The gain of choosing each pair of edges is intuitively defined according to the constants in their nodes and based on previously selected pairs of edges, so that previous pairings of $e_1$ and $e_2$, and pairings of neighboring edges will be considered as well. The function is essentially a weighted average of the three criteria, depending on $e_1, e_2$ and possibly the currently generated relation $R$ (which we refer to as a partial relation):

1) $c_1(R, e_1, e_2)$ returns 0 if both the sources and targets of $e_1$ and $e_2$ have distinct constants 1 if one of them is the same, and 2 if both are the same. (e.g., preferring $e_1 = (a, b), e_2 = (a, c)$ over $e_1 = (d, b), e_2 = (e, c)$)

2) $c_2(R, e_1, e_2)$ returns 0 if both $e_1$ and $e_2$ are already paired with some edge in $R$, returns 1 if one of them was not paired, and 2 if neither of them were paired (e.g., if the pairs $(e_1, e_2), (e_3, e_4)$ were prioritized before $(e_1, e_4)$, then after choosing $(e_1, e_2), (e_3, e_4)$, we would not like to choose $(e_1, e_4)$ since both edges already have better counterparts)

3) $c_3(R, e_1, e_2)$ returns 2 if the sources of $e_1, e_2$ were also the sources of some $(e_3, e_4) \in R$ and the targets of $e_1, e_2$ were also the targets of some $(e_5, e_6) \in R$, returns 1 if either the sources or the targets also belong to some $(e_3, e_4) \in R$, and returns 0 if neither the sources nor the targets of $e_1, e_2$ have been previously paired in $R$. (e.g., if the pair $((a, b), (c, d))$ was previously chosen, the gain from choosing a pair $((a, e), (c, f))$ increases since we can map the source of both query edges to be formed from these two pairs to the same variable, thus increasing the number of variables in the future query by only one and not two)

Definition 3.11: Given two explanations, a pair of edges $e_1 \in E(E_1)$ and $e_2 \in E(E_2)$, three weights $w_1, w_2, w_3 \in \mathbb{R}$, and a partial relation $R \subseteq E(E_1) \times E(E_2)$, the gain function $G : R \times E(E_1) \times E(E_2) \rightarrow \mathbb{R}$ is $G(R, e_1, e_2) = -1$ if $e_1$ and $e_2$ do not have the same label. Otherwise, $G(R, e_1, e_2) = \sum_{i=1}^{3} w_i \cdot c_i(R, e_1, e_2)$.

In Section VI, we have set the weights to be $w_1 = 3, w_2 = 15, and w_3 = 1$.

It is important to note that the gain function $G$ is dynamic, i.e. depends on the current relation $R$.

Example 3.12: Consider the explanations $E_1$ and $E_2$ depicted in Figures 1a, 1b, and let the partial relation be $R = \{(\text{paper3, Carol}, (\text{paper4, Dave}))\}$. Then the gain of the pair $((\text{paper3, Erdős}), (\text{paper4, Erdős}))$ is $w_1 \cdot 1 + w_2 \cdot 2 + w_3 \cdot 1$.

Algorithm 1 creates a complete relation from the edges of the two explanations $E_1, E_2$ and converts this relation into a query with minimum variables w.r.t the relation. The input of the algorithm is two explanations $E_1, E_2$, and a natural number numIter which will be the number of times the algorithm will try to find a complete relation with the maximal gain. Its main loop consists of numIter iterations, where in each iteration, a different partial relation is found. In the i'th iteration a priority queue of all pairs of edges $(e_1, e_2)$ is created (line 4), and ordered by the gain function depicted in Definition 3.11. To create a variety of relations, the top $i - 1$ ranked pairs are removed from the queue (line 5). After that, a relation is created based on the gain of each pair of edges. This is done in an inner loop which iterates as long as the priority queue is non-empty, and there are edges that have not yet been paired. In the first inner iteration, the algorithm pops the highest ranking pair of edges adjacent to the distinguished nodes and adds it to the relation curRel (lines 11–12). During each subsequent iteration, it pops the first pair of edges in the queue, i.e., the pair with the highest gain (line 14). If it then adds the chosen pair to the relation (line 15), updates the status of the edges to be paired, updates the variable curGain, and recomputes the gain of the remaining pairs in the queue (line 18). In the case of a complete relation, the algorithm compares the gain of the current complete relation and the maximal gain so far and if it is higher, it updates the maximal-gain complete relation (lines 19–20). Finally, in line 25 the algorithm assembles from the complete relation maxRel the consistent simple query which was found to have the minimum variables using the procedure described in the proof of Proposition 3.10 (see [16] for details).

Algorithm 1: FindRelationGreedy

```plaintext
input : Two Explanations $E_1, E_2$, numIter $\in \mathbb{N}$
output: Simple Consistent Query $Q$
1 maxRel $\leftarrow \emptyset$;
2 maxGain $\leftarrow 0$;
3 for $i = 1$ to numIter do
4 \( Q \leftarrow \text{InitPriorityQueue}(E(E_1), E(E_2)) \);
5 FirstElements $\leftarrow$ first $i - 1$ pairs in $Q$;
6 Q.remove(FirstElements);
7 curRel $\leftarrow \emptyset$;
8 curGain $\leftarrow 0$;
9 \( \forall e \in E(E_1) \cup E(E_2) \) $e.valueOf$ $\leftarrow$ false;
10 while $Q \neq \emptyset$ and
11 \( \exists e \in E(E_1) \cup E(E_2) \) s.t. $e.valueOf$ $\neq$ false do
12 if Distinguished nodes are not paired yet then
13 \( (e_1, e_2) \leftarrow \text{First pair in } Q \text{ where the source/target of } E_1, E_2 \text{ is the distinguished node};
14 else
15 \( (e_1, e_2) \leftarrow Q.pop();
16 curRel $\leftarrow$ curRel $\cup \{(e_1, e_2)\}$;
17 curGain $\leftarrow$ curGain $+$ $G(curRel, e_1, e_2)$;
18 $e_j.valueOf$ $\leftarrow$ true for $j = 1, 2$;
19 $Q.recomputeGains(curRel)$;
20 if $\forall e \in E(E_1) \cup E(E_2) \ e.valueOf$ $= \text{true and}$
21 curGain $> \text{maxGain then}$
22 $\text{maxRel} \leftarrow \text{curRel}$;
23 $\text{maxGain} \leftarrow \text{curGain}$;
24 else
25 return "No Consistent Query Found";
26 if $\text{maxRel} = \emptyset$ then
27 return "No Consistent Query Found";
```
A basic requirement of the algorithm is to return a consistent simple query if one exists.

Proposition 3.13: Given two explanations as input, if there exists a simple consistent query w.r.t these explanations, Algorithm 1 will find a simple consistent query.

Example 3.14: Reconsider the example-set consisting of the explanations \(E_1, E_2\) in Figures 1a, 1b, and numIter = 1 as input to Algorithm 1. The weights for the gain function (Definition 3.11) are set to \(w_1 = 3\), \(w_2 = 15\), and \(w_3 = 1\). minMatch is initialized to \(\emptyset\) and the main loop at line 3 start its single iteration. After computing the gain function for each pair of edges, the pair \((\text{paper}_3, \text{Erdős})\) and \((\text{paper}_4, \text{Erdős})\), has the highest gain since the two edges have the common target Erdős, so this pair is the first to be chosen for curRel in lines 14–17. Now the gain function is recomputed so the pair \((\text{paper}_3, \text{Carol})\) and \((\text{paper}_4, \text{Dave})\) has a higher gain (since the sources \((\text{paper}_3, \text{paper}_4)\) were mapped together before). The gain of the other pairs of the form \(((u, v), (\text{paper}_4, \text{Erdős}))\) and \(((\text{paper}_3, \text{Erdős}), (u, v))\) is lower, as one edge in the pair is already paired. Thus, in the second inner iteration, the algorithm adds the pair \((\text{paper}_3, \text{Carol}), (\text{paper}_4, \text{Dave})\) to the set curRel. Recomputing the gain function now will give a lower gain to all pairs of the form \(((u, v), (\text{paper}_4, \text{Erdős}))\), \(((\text{paper}_3, \text{Erdős}), (u, v))\), \(((\text{paper}_4, \text{Dave}), (u, v))\) (as they are already paired), except for \((\text{paper}_3, \text{Carol}), (\text{paper}_4, \text{Erdős})\) and \((\text{paper}_3, \text{Carol}), (\text{paper}_4, \text{Dave})\) which will now have the lowest gain. The pair \((\text{paper}_2, \text{Carol}), (\text{paper}_4, \text{Dave})\) has the highest gain so it is added to curRel. Continuing on this computation will result in the complete relation that pairs all edges in \(E_1\) and \(E_2\) except for the edge \((\text{paper}_3, \text{Erdős})\) paired with the edge \((\text{paper}_4, \text{Erdős})\). curRel satisfies the condition in line 19, so maxRel is updated in line 20. Since this is the highest gain relation, at line 25, the algorithm assembles \(Q_1\) (see Figure 2a) from the set maxRel using procedure BuildQuery.

Denote \([E(E_1)] = m_1\) and \([E(E_2)] = m_2\). The complexity of the algorithm is \(O(\text{numIter}(m_1 \cdot m_2)^2 \log (m_1 \cdot m_2))\).

Naturally (given our hardness result), the algorithm is not guaranteed to find the optimal query. We provide an example of such a case in the full version.

Extending to \(n\) Explanations: In the general case, the input may include more than 2 explanations. In this case, we run Algorithm 1 on each pair of explanations and greedily choose to merge the pair of explanations yielding the complete relation with maximal gain. We repeat this procedure while there are explanations to merge in the example-set, merging not only explanations with other explanations but also explanations with intermediate queries. A subtlety here is that we now generalize pairs of graphs which are not necessarily explanations but also intermediate queries. Note that our algorithm already tries to pair edges that add the least amount of variables to the set maxRel, so when merging two queries, pairing edges with the same constants will cost less (Definition 3.11). Moreover, merging a consistent query w.r.t a set of explanations \(E_1\) with another consistent query w.r.t a different set of explanations \(E_2\) using Algorithm 1, creates a consistent query w.r.t \(E_1 \cup E_2\). This is a conclusion of Proposition 3.13: Suppose we have merged queries \(Q_1, Q_2\) into the query \(Q\) using Algorithm 1, and queries \(Q_1, Q_2\) are, in turn, consistent w.r.t \(E_1, E_2\), respectively. Then there is a match \(\mu_1 : Q \rightarrow Q_1\), and there is also a match \(\mu_2 : Q \rightarrow Q\) for every \(E \in E_1\), so \(\mu \circ \mu_1 : Q \rightarrow E\) is a match (the same argument is valid for \(Q_2\)).

IV. Unions of Simple Queries

We have focused so far on inferring only simple queries; in this section we consider an extension of the solution to the class of union queries. Note that the objective function of minimizing the number of variables is not longer adequate when union is allowed: the trivial query that treats each explanation as a simple query and unions all of them has no variables, but is obviously an over-fit. A more suitable solution is to generalize some of the explanations and unify the rest.

To this end, we formally define the minimum generalization (MG) problem whose input is an example-set and output a union of simple queries that minimizes a balance between the number of unions and the number of variables.

Definition 4.1: Given an explanation \(E\) with \(k\) explanations, the solution to the minimum generalization problem is a query \(Q\) which is a union of simple SPARQL queries such that (1) for each \(1 \leq i \leq k\) there a simple query \(q_i \in Q\) s.t. \(E_i\) is in the set prov_{\text{dis}}(\text{dis}(E_i)) (i.e., when running \(q_i\) on \(E_i\) we get the result \(\text{dis}(E_i)\) with the provenance graph \(E_i\)), and (2) Given weights \(w_1, w_2 \in \mathbb{R}\) the function \(f(Q) = w_1 \cdot \sum_{q \in Q} |\text{vars}(q)| + w_2 \cdot |Q|\) is minimized among the queries that satisfy (1).

Example 4.2: Consider the example \(E = \{E_1, E_2\}\), where \(E_1, E_2\) are given in Figures 1a, 1b. Also consider the queries \(Q = \text{Union}\{(E_1, E_2)\}\) (i.e. a query with only constants whose projected nodes are the distinguished nodes in the explanations) and \(Q_1\) depicted in Figure 2a. First, \(Q\) clearly satisfies condition (1) and \(Q_1\) also satisfies it since its projected node is \(?a_1\) and we have seen in Example 3.3 that it matches both \(E_1\) and \(E_2\) with the output being their distinguished nodes. Computing the cost function \(f\) for \(Q\) gives us \(f(Q) = w_1 \cdot (0+0) + w_2 \cdot 2\) and \(f(Q_1) = w_1 \cdot 6 + w_2 \cdot 1\).

The NP-hardness result of the previous section goes through and so we propose another greedy algorithm, leveraging the solution for simple queries presented in the previous section.

Greedy Approach: We now present a greedy algorithm for inferring a union of simple SPARQL queries. In each step of Algorithm 2 we merge two simple queries whose merging cost is the smallest. We continue this process as long as there is a merge that decreases the cost function. Specifically, in lines 1, 2 we initialize the query \(Q\) to be a union query where each simple query contains only constants as we have exemplified before. In each iteration of the loop in line 4, we update the previous cost to the current one (line 5), call procedure MergeBestTwo (line 6) to update the query \(Q\), and update the current cost function (line 7). When the cost function can no longer be decreased by following this process we return...
the query. The \textit{MergeBestTwo} procedure runs Algorithm 1 on all pairs of simple queries in the current \(Q\) in search of the pair of simple queries whose consistent simple query has the minimum number of variables.

\begin{algorithm}
\caption{FindConsistentUnion}
\begin{algorithmic}
\STATE \textbf{input} : Example-set \(Ex\), weights \(w_1, w_2\)
\STATE \textbf{output} : A consistent SPARQL union of simple queries
\STATE \hspace{0.5cm} 1 \hspace{0.5cm} \(Q \leftarrow \text{Union}(Ex)\);
\STATE \hspace{0.5cm} 2 \hspace{0.5cm} \text{costCur} = f(Q);
\STATE \hspace{0.5cm} 3 \hspace{0.5cm} \text{costPrev} = \infty;
\STATE \hspace{0.5cm} 4 \hspace{0.5cm} \textbf{while} \text{costCur} < \text{costPrev} \textbf{do}
\STATE \hspace{1cm} \text{costPrev} \leftarrow \text{costCur};
\STATE \hspace{1cm} \(Q \leftarrow \text{MergeBestTwo}(Q)\);
\STATE \hspace{1cm} \text{costCur} \leftarrow f(Q);
\STATE \hspace{0.5cm} \textbf{return} \(Q\);
\end{algorithmic}
\end{algorithm}

Abstractly, Algorithm 2 traverses a lattice whose elements are sets of sets of explanations. The leaves are sets, containing a set with a single explanation from the example-set.

Example 4.3: Consider the example-set \(Ex = \{E_1, E_2, E_3\}\), where the explanations are depicted in Figure 1. As input, we take \(Ex\) and \(w_1 = 2, w_2 = 5\). The algorithm starts by setting \(Q = \text{Union}(\{E_1, E_2, E_3\})\) and computing \(\text{costCur} = 15\) (we have no variables and three simple queries in the union). It then starts the first iteration of the while loop (line 4): setting \(\text{costPrev}\) to be 15 (line 5), using the \textit{MergeBestTwo} procedure to merge the two explanations whose merge will most decrease the cost, which are \(E_1\) and \(E_3\), to get the simple query \(Q_3\) depicted in Figure 4a (line 6), and ending the iteration by computing \(\text{costCur} = 14\) (two variables and two simple queries in the union) in line 7. At the end of the iteration, \(Q = \text{Union}(\{Q_3, E_2\})\). In the second iteration, the algorithm again updates \(\text{costPrev}\) to be 14 and tries to merge \(Q_3\) and \(E_3\). This merge yields the simple query \(Q_1\) in Figure 2a. By computing \(\text{costCur} = 2 \cdot 6 + 5 = 17\), the algorithm verifies that the resulted query does not yield a lower cost, so the algorithm breaks from the loop with \(Q = \text{Union}(\{Q_3, E_3\})\) which is returned in line 8.

Top-K Queries: As both our cost function and the algorithms for optimizing it are heuristic, it is worthwhile to retrieve multiple candidates rather than focus on a single query. The candidates may then be filtered based on user feedback, as discussed in the next section.

Algorithm 2 can be adapted quite naturally to output \(k\) queries. We augment procedure \textit{MergeBestTwo} in Algorithm 2. Instead of choosing the best pair of simple queries to merge in each iteration, in the first iteration, the procedure chooses the top-\(k\) best pairs which yield the simple queries with minimal cost. The output of the procedure is now a list of top-\(k\) simple queries, thus outputting \(k\) different sets. In every subsequent iteration, the procedure tries to generalize the best pair from every set, ending up with \(k^2\) sets, and choosing the top-\(k\) sets that minimize the cost function. Note that this is again only a heuristic solution: as we filter the top-\(k\) queries in each step, we are not guaranteed to find the top-\(k\) queries overall (recall the NP-hardness of the case \(k = 1\)).

Example 4.4: Reconsider as input to the augmented Algorithm 2 the example-set composed of the four explanations in Figure 1 and the weights \(w_1 = 1, w_2 = 7\). We demonstrate the computation of the top-3 queries.

We begin from the four separate explanations giving the value 28 to the cost function. In the first iteration, the algorithm suggests the three pairs of merges that lead to a minimized cost function. In our case, the three pairs are \((E_1, E_3), (E_2, E_4), (E_2, E_3)\) resulting in the costs 23, 23, 27, respectively. Thus far, we have the potential queries \(\text{Union}(\{Q_3, E_2, E_4\})\), where \(Q_3\) is depicted in Figure 4a, \(\text{Union}(\{Q_4, E_1, E_3\})\), where \(Q_4\) is depicted in Figure 4b, and \(\text{Union}(\{Q_1, E_1, E_4\})\), where \(Q_1\) is depicted in Figure 2a. The algorithm continues by examining possible merges in each of these cases. First, note that the query including \(Q_1\) is already consistent with the entire example-set so, the possible query \(\text{Union}(\{Q_1, E_1, E_3\})\) results in \(Q_1\) at the cost of 13. As for the possible queries \(\text{Union}(\{Q_3, E_2, E_4\})\), the algorithm suggest the merge of \(E_2, E_3\) resulting in the query \(\text{Union}(\{Q_3, Q_4\})\) with the cost of 18. Similarly, for the possible query \(\text{Union}(\{Q_4, E_1, E_3\})\) the algorithm suggests the merge of \(E_1\) and \(E_3\) again resulting in the query \(\text{Union}(\{Q_3, Q_4\})\). The algorithm also remains with the query \(\text{Union}(\{Q_4, E_1, E_3\})\) costing 23. Therefore, the top-3 queries in this case are \(Q_1\) (costing 13), \(\text{Union}(\{Q_3, Q_4\})\) (costing 18), and \(\text{Union}(\{Q_4, E_1, E_3\})\) (costing 23).

V. Feedback

As outlined in the Introduction, we propose an interactive approach for inferring the user-intended query. An important feature is the use of disequality constraints, both as a feedback tool for distinguishing between different queries, and also apply them in the query itself.

Disequalities: So far we have focused on inferring queries without disequalities between variables. For each of the top ranked queries returned by our algorithm, we may add disequalities between every pair of variables that are mapped
to nodes of the same type (this is an additional information in the ontology) but with different values in all explanations.

**Example 5.1:** Reconsider the example-set Ex composed of the explanations $E_1, E_2, E_3, E_4$ depicted in Figure 1, and the consistent query $Q_1$ in Figure 2a, the algorithm now considers adding disequalities to $Q_1$. It starts by examining the values assigned to the variables $?a_1, ?a_2$ when matched with each of $E_1, E_2, E_3, E_4$. These are respectively $L(?a_1) = \{Alice, Dave, Felix, Harry\}$ and $L(?a_2) = \{Bob, Dave, Bob, Harry\}$. Since Dave is assigned to both for a single explanation ($E_2$) we may not add an disequality. This will be the case for all pairs of nodes of the same type in $Q_1$ so no disequalities may be introduced. Consequently, the results of $Q_1$ will also include authors with Erdős number 2. In contrast, recall query $Q = \text{Union}(\{Q_3, Q_4\})$ from Example 4.4 ($Q_3, Q_4$ are depicted in Figure 4), and consider the pair of nodes $?a_1, Bob$, $L(?a_1) = \{Alice, Felix\}$ and the disequality $?a_1 \neq Bob$ is thus possible. The disequalities $?a_1 \neq Carol, ?a_1 \neq Erdos, ?p_1 \neq paper_2, ?p_1 \neq paper_3$, and $?a_4 \neq Erdos$ are similarly possible.

**Choosing one query:** We now have a set of candidate queries: the top-$k$ queries obtained in the previous section along with every possible choice of disequalities between relevant variables. We wish to focus on a single query that matches the user intention, by asking for user feedback. There are two main challenges here: how to present questions, and how to reduce their number. We start with the former.

**Feedback Using Provenance:** To choose between two queries, there are multiple ways to ask for feedback, assuming that the user is unable to understand formal queries. One possible solution is to ask the user whether a specific node, which is in the output of one candidate query but not in that of the other one, should be included in the result of their intended query or not. It may however be non-trivial to answer such question:

**Example 5.2:** Reconsider queries $Q_1$ from Figure 2a and $Q = \text{Union}(\{Q_3, Q_4\})$ described in Figure 4. Showing the user a result of $Q_1$ which is not a result of $Q$, could mean to show an author with an Erdős number exactly 2, or an author associated with Erdős through a path not including Bob and Carol – but to answer whether such an author should appear in the result set is nontrivial.

To this end, we turn to provenance again. We do not simply display the result but also include its provenance, with respect to the candidate query of which it is a result. Provenance is displayed to the user as a graph showing the relations of the output example to the other relevant nodes (more on this in Section VI-A).

**Example 5.3:** Reconsider the previous example. The information presented to the user will not just include the author but also its provenance which explicitly shows the length-2 co-authorship path to Erdős, thus clearly explaining the rationale of returning this answer and allowing the user to verify whether this logic is relevant for her (i.e. to understand that answering “yes” will include in the query result all authors with Erdős number 2).

**Difference Queries:** A naïve solution is to run a pair of queries $Q_1, Q_2$, while storing the result set and provenance of the two queries. This may in general be costly in time and space. Instead, when considering a pair of queries $Q_i, Q_j$ we run the difference query $Q_i - Q_j$ without provenance tracking; then to obtain the provenance of a certain result, we bind this result tuple to $Q_i$ and compute its provenance.

**Example 5.4:** Reconsider the queries $Q_1$ depicted in Figure 2a and $\text{Union}(\{Q_3, Q_4\})$ depicted in Figure 4. To distinguish between them, we run e.g. $Q_1 - \text{Union}(\{Q_3, Q_4\})$ to only get some authors with Erdős number 3 (those not connected through Bob and Carol with paper2 and paper3) and authors with Erdős number 2.

We want to ensure that users do not disqualify a query because of extra disequalities placed in the query. Our solution is based on the observation that every additional disequality added to the query can only reduce its the number of results. Consequently, when asking users to distinguish between two queries $Q_i, Q_j$, we take the difference query $Q_i^{\text{all}} - Q_j^{\text{no}}$, where the former is $Q_i$ with all possible disequalities (as demonstrated in Example 5.1) and the latter is $Q_j$ with no disequalities at all. This way, if the user answers that a result is relevant, we can disqualify all “forms” of $Q_j$ (with any subset of the disequalities). If the result is not relevant, we can similarly disqualify all forms of $Q_i$. The result of the difference query may be empty in which case we simply consider a different pair of queries.

**Algorithm 3:** User Feedback

```plaintext
input : A set $Q = \{Q_1, \ldots, Q_k\}$ of k SPARQL queries
output: Single query Q
1 while |Q| > 1 do
2     $Q_i^{\text{all}} \neq Q_j^{\text{no}} \leftarrow \text{ChooseArbitraryPair}(Q);
3     $Q_{\text{diff}} \leftarrow Q_i^{\text{all}} - Q_j^{\text{no}}$;
4     DiffResults $\leftarrow \text{Eval}(Q_{\text{diff}})$;
5     if DiffResults $\neq \emptyset$ then
6         res $\leftarrow \text{SampleRand}(\text{DiffResults})$;
7         $Q_b \leftarrow \text{bind}(Q_i^{\text{all}}, \text{res})$;
8         resProv $\leftarrow \text{Eval}(Q_b)$;
9         answer $\leftarrow \text{AskUser(resProv)}$;
10        if answer is Yes then
11            $Q \leftarrow Q_b \{Q_j\}$;
12        else
13            $Q \leftarrow Q \{Q_j\}$;
14 return Q;
```

Algorithm 3 iteratively eliminates the queries by choosing an arbitrary pair from the set $Q$, $Q_1, Q_3$ (line 2), generating the difference query of the pair as explained above (line 3), and evaluating it (line 4). If the result set is not empty, the algorithm samples one result (line 6) and then binds the result to $Q_i$, and evaluates the binded query (lines 7, 8). If it then asks the user if the sample result and its provenance should be included in the desired results (line 9). A “yes” (“no”) answer
means \( Q_j \) (respectively \( Q_i \)) is removed from \( Q \) (lines 10, 11).

**Example 5.5:** We now exemplify the operation of Algorithm 3 using the top-3 queries in Example 4.4 as input (the queries already include disequalities). We enter the while loop (line 1) in the algorithm with \( Q = \{ Q_1, \cup(Q_3, Q_4), \cup(Q_4, E_1, E_3) \} \), and take the pair \( Q_1, \cup(Q_4, E_1, E_3) \) in line 2. Therefore, we evaluate \( Q_{diff} = Q_1 - \cup(Q_4, E_1, E_3) \), where \( Q_1 \) contains all possible disequalities listed in Example 5.1 and \( \cup(Q_4, E_1, E_3) \) contains none (lines 3, 4). One of the results of \( Q_{diff} \) is the author Felix whose Erdős number is 3, but through an authorship path that does not include Bob and Carol (thus the condition in line 5 holds), so we bind this value to \( Q_1 \) and evaluate this query (lines 7, 8) resulting in the provenance for Felix (similar to the explanations in Figures 1a, 1c) stating that its Erdős number is 3. When this result is shown to the user, she responds “yes” (lines 9, 10), i.e. this is a desirable result and explanation, so the query \( \cup(Q_4, E_1, E_3) \) is discarded from \( Q \) in line 11. Next, the only pair remaining is \( Q = \cup(Q_3, Q_4) \) and \( Q_1 \), thus the algorithm assigns \( Q_{diff} = Q - Q_1 \) (where, again, \( Q \) contains all disequalities and \( Q_1 \) contains none), and evaluates it. Since the result of \( Q_{diff} \) is empty, we continue to the next iteration where the algorithm again chooses the same pair but this time assigns \( Q_{diff} = Q_1 - Q \) and evaluates it. The result set contains William whose Erdős number is 2 through an authorship path that does not include a joint paper with Bob. When this result is shown to the user, she responds “no”, \( Q_1 \) is discarded from \( Q \) and we are left with \( Q = \{ Q \} \), which is returned to the user. Another possible result of the difference query is an author whose Erdős number is 3 through a different path than the one including Bob, Alice, paper2, and paper3. The provenance will be presented to the user and she will again respond “no”, resulting in the same outcome.

Once we have focused on a query pattern, choosing a single query \( Q \in Q \), \( Q \) can be returned automatically with the maximal number of disequalities, but users may want a less restrictive query. Thus, we can use a slight augmentation of Algorithm 3, but this time for choosing the right disequalities. Assume there are \( d \) possible disequalities in \( Q \). We begin by assigning to \( Q_j \) the query \( Q \) with all \( d \) disequalities and assigning to \( Q_i \) the query \( Q \) with \( d - 1 \) disequalities (removing an arbitrary disequality). If the user is interested in including the difference result \( Q_1 - Q_j \), we repeat this stage with \( Q_i \) as \( Q_j \). If the user is not interested in the difference result or \( Q_1 - Q_j \) does not yield any result, we try to remove a different arbitrary disequality. Finally, if all difference results are empty, we start assigning to \( Q_i \) the query \( Q_j \) without two arbitrary disequalities and repeat the process described above (if this reoccurs, we remove three disequalities and so on). An optimization for this process is to store each disequality the user has approved (in the case where she is not interested in the result of \( Q_1 - Q_j \)) and never ask about it again (it will be included in the final query). If the difference result is never empty, the process terminates after \( d \) steps since we either disqualify or approve a disequality in each step.

**VI. IMPLEMENTATION AND EXPERIMENTS**

**A. System Architecture**

Figure 5 depicts the architecture of our system, named QuestPro [18]. The system is implemented in JAVA 8 and uses the ARQ Jena package [19] to evaluate queries and track provenance. Its web UI is built using JavaScript packages including react, d3 and material UI, and runs on Ubuntu Xenial Xerus. Sections III and IV have focused on the “Query by Provenance” component, and Section 5 has focused on the feedback loop described in the right part of the architecture. For the formulation of the example-set, the “Ontology visualizer” component helps users in the formulation of explanations and compiles them into provenance. In the first stage, the user provides output examples. To formulate the explanation for this output example, the GUI first displays the 1-neighborhood of the selected output node in the ontology. At this stage, the user can browse the nodes graphically and select which node in the neighborhood best describes the reason for his output example. Because there can be many nodes in this subgraph, users can filter edges by their labels, leaving only nodes connected through relevant labels to the output node. If users wish to continue to form a larger graph, with more than two nodes, they can continue to see the 2-neighborhood of the chosen node and so on. Note that the users may form a subgraph that is not necessarily a path. The GUI assists with user interaction in the two parts of the system: showing the neighboring nodes of the output example to help users formulate explanations, and visualizing the provenance in a graph form in order to assist users in selecting the correct query during the feedback stage (Algorithm 3).

**B. Automatic Experiments**

We have performed experiments with queries from the benchmarks SP2B [20] (a DBLP-based ontology containing information about authors, conferences, and papers), and BSBM [21] (an e-commerce ontology, containing products, vendors, and consumer reviews about the products). We have ran the experiments on fragments of DBpedia, SP2B, and BSBM ontologies sized 42MB, 67MB, and 647.5MB, respectively. The main significance of the size of the fragment is to allow for enough variety for sampled output examples and explanations. The queries have 1-12 edges, 1–12 variables, and multiple instances of joins [21], [20]. We have considered queries 1v0–10v0 from BSBM and queries 2, 3a, 3b, 6, 8a, 8b, 11, 12a from SP2B as a representative sample (queries 4v0, 7v0, 9v0 from BSBM and queries 4, 7 from SP2B were not included in the experiments since they are designed to output a single result even when evaluated on the entire ontology while we require at least two explanations to reproduce a query). To examine our approach synthetically, we first evaluated the queries using the provenance-aware query engine described in Section VI-A, and then for each query, used a random sample of the results and their provenance as input to our algorithm for it to reverse engineer the query while measuring runtime. The choice of examples matters a lot, and thus we repeat each
We now detail the execution times of our top-$k$ algorithm for an increasing number of explanations and a fixed $k = 3$, when trying to reverse-engineer the queries of SP2B and BSBM. The execution time, for 7 explanations, was generally less than 0.5 seconds for most queries, with the only exceptions being SP2B query q12a (1.34 seconds) and BSBM query q2v0 (5.8 seconds).

**Number of Intermediate Queries:** Finally, we have examined the effect of the number of explanations and the parameter $k$ on the number of intermediate queries considered in Algorithm 2. Namely, this is the number of times Algorithm 2 calls Algorithm 1 in line 6 during its run. Figures 6a and 6b show the number of intermediate queries as a function of the number of explanations for the SP2B and BSBM ontologies, respectively. We observe that as the number of explanations increases (fixing $k = 5$), the number of intermediate queries that has to be considered in each run grows up to a point of more than 260 matches examined for 14 explanations in query 2v0. Indeed, having more explanations in the example-set gives rise to more options of merges and unions that are considered by the algorithm. Figures 6c and 6d show the number of intermediate queries as a function of $k$ (fixing the number of explanations to 7 for SP2B and 10 for BSBM). Here also the number of intermediate queries that has to be considered grows larger (as a general trend, with some exceptions that are due to the random choices of examples), but this time more moderately.

**C. Experience With QuestPro**

We have examined the usability of our approach through interaction with 9 users who are proficient in writing SPARQL queries; our goal was to assess the usability of our approach. We have used the DBpedia ontology [22] and queries related to movies. We have shown each user the textual description of the 10 queries in Table I, and asked them to choose two queries out of queries 1–5 (basic queries) and two queries out
of queries 6–10 (more challenging queries), and for each one that they chose, formulate examples and explanations through the system so that the inferred query will have the same semantics as the query described in the corresponding row of Table I. Figure 8 shows the number of successful interactions (blue), failed interactions (red) and redone interactions that were successful after redo (green). Each interaction is an attempt at the formulation of some query. For these queries, the system was mostly successful at the inference of the queries based on the given explanations, except for six specific cases, as follows. One user who attempted to provide explanations for query 3 had to start over because he did not fully understand the UI. In one interaction regarding query 4, the user gave an explanation that included London and the system added it to the inferred query using union. In one attempt of inferring query 6, the user had to redo the task since he forgot to input an explanation and got the wrong query, and in the other the user did not fully understand the query, so he made a mistake and had to start over. Regarding query 9, one user did not give a complete explanation and thus obtained a query which unioned the two explanations provided, and a different user confused the direction of the arrows in the ontology and selected a different relation than intended.

We have also asked the users to freely formulate an example of their own, related to DBpedia. 6 users have succeeded in providing examples and explanations for a query of their own and got the intended query. 2 other users got the query they were aiming for except for incorrect disequalities. In these cases, the system has inferred the right graph structure for the query, but was unable to deduce the correct disequalities from the explanations given. Another user has obtained the intended query with an extra constant since all explanations she chose contained that constant. Namely, she tried to get the query returning all actors who played in more than one Tarantino movie but provided two explanations with identical parts, so the inferred query was more specific than the intended one.

Summary: In total, our automatic experimental study included 15 queries. In all cases except one (q8b), the query was inferred using at most 11 explanations (in fact, 11 of the 15 were found with only 2 explanations), showing the effectiveness of our approach. Our experience with QuestPro shows that, while formulating explanations is a non-trivial task, users are mostly successful at interacting with the system (30 successful attempts and 2 successful redos out of 36), and the system in turn is able to infer the correct query through the interaction. Our initial user experience indicates the usefulness of our system. An extensive, full-fledged, user study is left for future work. In particular, we plan to compare our approach with an approach that is based only on output examples and with directly writing queries.

VII. RELATED WORK

There is a large body of literature on learning queries from examples, in different variants. A first axis of these variants concerns learning a query whose output precisely matches the example (e.g. [10], [11]), versus one whose output contains the example tuples and possibly more (e.g. [12], [13], [14] and the somewhat different problem in [23]). The first is mostly useful e.g. in a use-case where an actual query was run and its result, but not the query itself, is available. The second is geared towards examples provided manually by a user, who may not be expected to provide a full account of the output. Another distinguishing factor between works in this area is the domain of queries that are inferred; due to the complexity of the problem, it is typical (e.g. [11], [14], [15]) to restrict the attention to join queries, and many works also impose further restrictions on the join graph [10], [24]. We do not impose such restrictions and allow for union and and disequalities in addition to join. There is also a prominent line of work on query-by-example in the context of data exploration [25], [15], [26], [27], [28]. Here users typically provide an initial set of examples (either only positive, or positive and negative), leading to the generation of a consistent query (or multiple such queries); the queries and/or their results are presented to users, who may in turn provide feedback used to refine the queries, and so on. Automatic inference of queries has also been studied in the context of SPARQL [29], [30].

The fundamental difference between our work and previous work in this area is the assumed input. Our work is the first, to our knowledge (with the exception of our short demo paper [31] and an unpublished technical report focused on semiring provenance and the relational settings [32]), that bases its inference of queries on explanations that form provenance information. Leveraging this additional information, we are
able to reach a satisfactory query (1) for a relatively large class of queries, (2) with a small number of examples, (3) with no assumption or information on the underlying schema. Our UI also has an intuitive and graphical presentation of the provenance that assists users in formulating explanations and giving feedback in the final stage of choosing the query.

Data Provenance has been extensively studied (see e.g. [4], [1], [33], [34], [5], [35], [36], [37]). Many different models have been proposed, and shown useful in a variety of applications, including program slicing [38], factorized representation of query results [37], and "how-to" analysis [39], [40]. Works focusing on provenance for SPARQL [8], [9], [40], [41] rely on similar principles, proposing algebraic structures to capture operators included in SPARQL and adapting [42] to track provenance for SPARQL updates. We have focused on learning queries from explanations based on graph provenance for SPARQL queries rather than the relational model.

VIII. Conclusion

We have formalized and studied in this paper the problem of inferring SPARQL queries from output examples and their explanations. We have proposed a generic model, based on a simple provenance model. We have further presented solutions that infer simple queries and their union from explanations, extended them to account for disequalities and for proposing multiple options, prompting user feedback to direct the search. We again use provenance for feedback, as means to explain the candidate queries to the users. We have theoretically analyzed and experimentally demonstrated the effectiveness of the approach in inferring queries.

We see our main contribution in the conceptual framework that, for the first time, leverages provenance for a query-by-example solution. Our results may be seen as an indication for the feasibility of such framework. Intriguing directions for future study include a theoretical analysis of the quality of our heuristic algorithms; supporting further expressive query languages and additional operators of the inferred queries, such as OPTIONAL; designing further means of assisting users in formulating explanations and providing feedback; and dealing with incorrect provenance provided by users.
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