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Abstract

Test-Driven Development (TDD) is characterized by repeated execution of a test suite, enabling developers to change code with confidence. However, running an entire test suite after every small code change is not always cost effective. Therefore, regression test selection (RTS) techniques are important for TDD. Particularly challenging for TDD is the task of selecting a small subset of tests that are most likely to detect a regression fault in a given small and localized code change.

We present cost-bounded RTS techniques based on both dynamic program analysis and natural-language analysis. We implemented our techniques in a tool called TestRank, and evaluated its effectiveness on two open-source projects. We show that using these techniques, developers can accelerate their development cycle, while maintaining a high bug detection rate, whether actually following TDD, or in any methodology that combines testing during development.
Chapter 1

Introduction

The Test-Driven Development (TDD) methodology involves small cycles of writing a test, implementing that test and refactoring the code [12]. A regression test suite is executed after each code change, to guard against regression bugs. Over time the test suite grows larger and slower, while on the other hand, TDD relies on rapid response to small code changes, in the form of executing the regression test suite after each such change. For example, JUnit FAQ [9] recommends to run tests “ideally every time the code is changed”, but then immediately adds “For larger systems, you may just run specific test suites that are relevant to the code you’re working on.”. Indeed, TDD developers look for ways to spend less time rerunning their test suite, and one of the most effective ways to speed up retesting, is to select and run only the tests that are relevant to the latest code change.

How does one find the relevant tests for a given code change? In the particular case of using strict unit tests, finding the relevant test for a given unit is straightforward (i.e., using naming conventions). However, many TDD tests are not unit tests. A TDD test, written before implementing some functionality, may be called a functional programmer test. The functionality
tested by a single TDD test is implemented in code that is scattered among many units. TDD also makes heavy use of refactoring [21], leading to highly factored code where each unit has tangled functionality defined by many tests. Functionality scattering and tangling mean that it is not immediately clear which tests cover which units of code. This results in developers either wasting a lot of time running irrelevant tests, or trying to reduce the retesting time using strategies such as procrastination and/or guessing. The result of either is less rigorous practice of TDD and poorer code quality. While this problem is particularly evident in TDD, it also exists to some degree in any setting where frequent testing is performed during development, which is a common theme in many agile techniques.

Our goal is to automatically find, for a given small and localized code change, a small subset of tests, with a bounded cost of execution, that provides a high bug detection rate, close enough to that of full retesting. This bounded regression test selection (RTS) problem requires a different approach from that of traditional RTS techniques. Instead of finding an unbounded subset of tests that detect faults 100% of the time, we want to find for example 20% of the tests that will reveal a failure with 80% probability. Detecting a failure 80% of the time is justified by the assumption that the developer will eventually run all tests — at least once per day, in order to secure a 100% safety net. This is different from safe RTS techniques [14,26,29], which do not guarantee a bound on the selection size, or general test case prioritization (TCP) techniques [18,35] that are generally not change sensitive.

More formally, given a program $P$, a test suite $T$ and a code change $c$, we

\footnote{For example, suppose that initially two tests were implemented by two units. After factoring out the common code from the two units, the common unit now participates in implementing both tests. We say that the common unit has tangled functionality defined by the two tests.}
define $\text{fail}(T, P, c)$ as the subset of tests in $T$ that fail on program $P$ after change $c$. We also define the cost of executing a subset of the test suite, as a function $\text{cost} : \mathcal{P}(T) \rightarrow \mathbb{R}$. We now define the Bounded RTS problem as follows:

Given an upper bound $\alpha < 0.5$, find $T' = \text{selection}(T, P, c)$, s.t:

$$\text{cost}(T') \leq \alpha \cdot \text{cost}(T)$$

and if $t \in \text{fail}(T, P, c)$, then:

$$\Pr(t \in \text{fail}(T', P, c)) \geq 1 - \alpha$$

The bound $\alpha$ is equal to the worst case false positive rate. The fault recall rate is equal to $1 - \alpha$. In practice, we will often discuss bounded RTS results in terms of $(\alpha, \beta)$ pairs, where $\beta$ is the fault recall rate corresponding to the bound $\alpha$.

Our approach to bounded RTS is reducing it to a prioritization problem. We implement bounded RTS by applying change-sensitive test case prioritization on top of a safe RTS filter, and selecting the top $\alpha$ test cases from the prioritized list.

Like previous works on test selection and prioritization [35], we will assume that all test cases in the test suite are independent of each other. That is, a test case does not depend on the state of the system that was established by previous test cases. This assumption guarantees that a test’s result (pass or fail) does not depend on what other test cases exist in the selection, or on the ordering of test cases.

Results of this thesis will be presented in the first international workshop on regression testings (Co-located with ICST 2011) and published in [15].

In the next chapter we will discuss dynamic program analysis techniques used in RTS and TCP. We will also examine a useful technique of natural
language program analysis. Chapter 3 presents our techniques that include novel dynamic program analyses and natural-language analysis. We describe a tool called TestRank that uses a combination of these techniques in order to implement bounded RTS. We evaluated our techniques against safe selection (chapter 4), and validated their effectiveness. Chapter 5 explores some technical alternatives. Chapter 6 presents conclusions, and discusses ideas for future research and applications.
Chapter 2

Related Work

There are many existing works on regression test selection (RTS) [14,26,29]. However, these works focus on system validation testing, which is done after all the developers checked in their changes, and a new version of the system was built. The input in this case is not a program $P$ and an isolated change $c$, but rather two versions of the program $P$ and $P'$, with many changes between them. Moreover, in the system retesting scenario there is no need for immediate feedback to the developer, so such techniques can incur significant overhead [13]. Most important, the goal of system validation is to assure the quality of the system as much as possible. Consequently, almost all past RTS systems are “safe” RTS systems, meaning if a test $t$ should fail it must be included in the selection $T'$. We note that this “safety” is never absolute due to possible nondeterminism in the system under test. Handling nondeterminism in a conservative manner requires further static analysis, incurring higher overhead and poor precision [14]. In the TDD context, we defined the bounded RTS problem in which high precision is the goal, and sometimes not reporting a test that actually will fail may be acceptable. A “safe” RTS filter is a good starting point, but a bounded RTS technique
would still need to reduce the selection size.

Ren et al. [28] described a tool that can conservatively report affected tests, given a a changed version of an object-oriented program, while handling object-oriented programming difficulties. This tool, called Chianti, uses static analysis to identify code changes, such as overriding method introduction, that might have a non-local effect.

A different approach to test suite optimization is test case prioritization (TCP) [18, 19, 24, 35]. TCP’s goal is to schedule the test cases in an order that increases the rate of fault detection (fail fast). For example, a good heuristic for this is ordering the tests by decreasing additional coverage. In TCP safety is guaranteed because all tests are eventually run. General TCP is “global”, and not change sensitive. That is, it does not consider the code change that we wish to test. Different code changes may cause different tests to fail, but general TCP would always order the tests the same. This might be a problem for bounded RTS, especially if the bound $\alpha$ is very small.

Srivastava and Thiagarajan [34] described a tool that performs version specific TCP. The tool, named Echelon, compares two versions of a program, and orders the given tests by decreasing additional coverage of changed basic blocks in the program. The underlying assumption in this case is that the program version $P'$ contains multiple code changes. However, in a typical short TDD cycle, the only input available might be a single changed code fragment. As we shall see, our solution ranks tests based on their relevance to a single changed code fragment.

Elbaum et al. (2000) [18] suggested that version specific TCP techniques (as in Srivastava and Thiagarajan [34]) were found to improve the rate of fault detection of test suites in system regression testing. The same paper describes a test case prioritization technique based on mutation analysis [16].
However, the authors acknowledge that mutation analysis is an extremely slow process.

Historically, most work on TCP was done on code bases written in C. Do et al. [17] studied how TCP techniques generalize to Java programs and the JUnit testing framework [8]. They found additional-coverage version-specific TCP to be the most effective (as in as in Srivastava and Thiagarajan [34] and Elbaum et al. (2000) [18]). However, a surprising result was that finer granularity analysis (block level vs. method level) has no effect on TCP of Java programs. This is contrary to previous work on TCP of C programs [19], and is probably a results of small constructors and methods (i.e., getters and setters) typical of object oriented programs. Such small methods usually have only one or two basic blocks. In the next chapter, we will present our solution for Java programs, which uses method-level analysis that may be justified given these findings.

Continuous Testing (CT) [30] is another approach to speed up retesting during development. CT uses spare CPU cycles to continuously run tests in the background, providing rapid feedback about test failures, as source code is edited. In practice, CT works best in combination with TCP. Therefore introducing the notion of change sensitive TCP, may further improve the effectiveness of CT tools.

CT techniques, as well as RTS and TCP, in the context of testing during development, have recently achieved some penetration into the software development industry. Infinitest [5] is a CT runner. Clover coverage tool now features Test Optimization [3]. Both Infinitest and Clover combine safe RTS with simple global TCP (fast-tests- and recently-failed-tests- first). Kent

\[1\] Since refactoring [21] is integral to TDD, it is expected that small methods are even more common in TDD code bases.

\[2\] JUnit FAQ [9] even recommends Saff’s continuous testing plug-in.
Beck, the “father” of TDD, developed JUnitMax [11], which also features CT and similar simple TCP. Other similar industry tools include Google Testar [4], JTestMe [6] and ProTest [10]. None of these tools offer to bound the cost of running the test suite. Nor does any of these tools order tests by any criteria related to the current code edit. We believe that such tools are an important step forward towards accelerating TDD retesting, and that combining bounded RTS and change-sensitive TCP with any of these tools may further improve their effectiveness.

Pollock et al. [27] have observed strong indicators that there are many natural language clues in program literals, identifiers and comments that could be leveraged to increase the effectiveness of many software tools. The CodePsychologist [25], is a tool which assists the programmer to locate source code segments that caused a given regression bug. The CodePsychologist uses affinity ranking to estimate how close a segment of code is to a given test case. Affinity between groups of words is calculated based on the semantic similarity between pairs of words from each group, measured as the inverse path length in a WordNet taxonomy [20,32]. We use a similar algorithm for estimating how close a test case is to a given segment of code (see section 3.3).
Chapter 3

The TestRank Technique

In this chapter we will present a tool called TestRank that implements our change-sensitive TCP technique. The overall structure of the tool is illustrated in Figure 3.1. The input to TestRank is a program $P$ and its related test suite $T$. Both $P$ and $T$ are assumed to be written in the Java programming language. An initial preprocessing phase creates the TestRank database. This preprocessing can be performed off-line each night, in order to synchronize the system with the latest baseline version. Any change during the day is then queried in the context of that baseline version. The TestRank query engine accepts queries $Q(file : line)$, and outputs a list of tests from $T$ ranked by relevance to changes in $Q$. The query is very simple and efficient (In our experiments in the next chapter it took less than one second).

We shall now explain these steps in more detail. After setting up the system, a preprocessing stage is executed. During preprocessing the entire test suite $T$ is run under tracing. We trace the tests through the production code, currently using AspectJ [23]. AspectJ allows us to define a pointcut to identify each method call and execution in the application under test,
and an advice to automatically intercept these execution points with our tracing. As a result of AspectJ’s join-point model, the basic traced unit is at the method level granularity. Finer granularity techniques do not necessarily yield significant improvement \[18\], especially in Java programs \[17\]. This is significant since coarse granularity analysis is much faster, especially for large or CPU intensive code bases.

During tracing we collect the coverage data, which is used as a basic safe-RTS filter. We also compute various metrics that serve to estimate the correlation between test cases and the units under test. These metrics are used to prioritize the tests which passed the safe-RTS filter. We trace all test executions, and method executions and calls. For each execution stemming from test \(t\), we record the number of times each method \(m\) was executed, the number of distinct calls to that method (how many methods call this method?), and the depth of the stack during these calls. These dynamic analyses serve as the basic prioritization heuristics, or predictors. We also record the values of arguments flowing out of the test and those reaching the method under test. These are used by the Value Propagation predictor. We
explain these dynamic predictors in section 3.2.

Another type of heuristics that we set out to explore are natural language based. As was mentioned in the previous chapter, past results suggest that these types of heuristics may increase the effectiveness of our tool. After tracing is finished, we statically analyze the code looking for natural language clues in the sources text, for further natural language analysis, which will be described in Section 3.3.

All scores for all pairs from the dynamic predictors and the affinity based predictors are stored in the TestRank database files. We do not persist any execution traces (The call graph is temporarily created during preprocessing of Call Count and Affinity Propagation correlation scores). We also store for each file all methods’ start and end lines. The query engine’s locator component uses this data to locate a method given a query $Q(file: line)$.

The TestRank query engine loads this database. It then uses the correlation data to show the developer a list of tests which might conflict with the block of code currently being edited. This list of tests is sorted in descending order of correlation scores, so the developer can run just the top tests that are most likely to be specific to the current code change. We will next provide the details of the heuristics used by each predictor.

## 3.1 Predictors

This section describes the predictors that we have used. Table 3.1 summarizes these predictors.

We denote the score of a predictor $p$ for the relevance of a test $t$ to a method $m$ as $score_p(t, m)$. Coverage is used as a basic soundness filter for all predictors, meaning that if method $m$ is never called during the execution of
Table 3.1: TestRank Predictors

<table>
<thead>
<tr>
<th>Category</th>
<th>Mnemonic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>dynamic</td>
<td>EXCNT</td>
<td>execution count</td>
</tr>
<tr>
<td></td>
<td>CLCNT</td>
<td>call count</td>
</tr>
<tr>
<td></td>
<td>STKEXCN</td>
<td>stack depth sum</td>
</tr>
<tr>
<td></td>
<td>VALPROP</td>
<td>value propagation</td>
</tr>
<tr>
<td></td>
<td>ICOV</td>
<td>inverse coverage</td>
</tr>
<tr>
<td>natural language</td>
<td>AFFIN</td>
<td>simple affinity</td>
</tr>
<tr>
<td></td>
<td>AFFPROP</td>
<td>affinity propagation</td>
</tr>
<tr>
<td>meta</td>
<td>AVG</td>
<td>linear combination</td>
</tr>
</tbody>
</table>

If $test_t$, then $score_p(t, m) = 0$. The rest of this chapter describes in detail the heuristics used by each predictor.

### 3.2 Dynamic Predictors

These predictors track test metrics during test suite execution.

#### 3.2.1 Execution Count Predictor

This predictor counts the number of times that each method was executed, during the execution stemming from test $t$. The more often the method was executed, the more likely it is important in the flow of this test. Let $executions(t, m)$ be the set of executions of method $m$ during test $t$. We define the execution count score as:

$$score_{excnt}(t, m) = |executions(t, m)|$$
3.2.2 Call Count Predictor

This predictor counts the number of distinct calls to each method, during the execution stemming from test \( t \). For example if \( f() \) is called five times, twice from \( g() \) and three times from \( h() \), then \( f \)'s execution count is 5 and its call count is 2. Distinct calls are assumed to be more important than repeated calls from the same place, which could be caused by loops. Let \( \text{distinct}_\text{calls}(t,m) \) be the set of distinct calls to method \( m \) during test \( t \). We define the call count score as:

\[
score_{\text{clcnt}}(t,m) = |\text{distinct}_\text{calls}(t,m)|
\]

3.2.3 Stack Depth Sum Predictor

This predictor sums the inverse depth of the call stack, at the executions of each method, during the execution stemming from test \( t \). The shallower the stack, the closer the method is to the test, hence it is assumed to be more directly related to the test. Let \( \text{depth}(\text{execution}_i(t,m)) \) be the depth of the stack during the \( i \)'th execution of method \( m \) during test \( t \), and let \( n \) be the number of executions of method \( m \) during test \( t \). We define the stack depth sum score as:

\[
score_{\text{stkexcn}}(t,m) = \sum_{i=1}^{n} \frac{1}{\text{depth}(\text{execution}_i(t,m))}
\]

3.2.4 Value Propagation Predictor

The idea behind the Value Propagation predictor is that different tests might cover the same method with different data values. Therefore, a test passing similar values to those received in the method is assumed to be related to the method, and the same is true for the return value going out of the method
and received back in the test. This predictor compares values of primitive types, wrapper types and strings. It computes the size of intersection between the two sets of values, and for each test/method pair, finds the maximum intersection \( c \) out of all the method’s executions. For example, if a test \( t \) calls:

\[
h("normal", 2.5, true);
\]

and during \( h \)'s execution a method \( m \) is executed twice:

\[
m(1.0, "normal");
\]

\[
\ldots
\]

\[
m(2.5, "normal");
\]

then \( c = 2 \), which indicates a high likelihood that \( m \) plays an important role in the flow of \( t \).

For each execution \( e \in \text{executions}(t,m) \) of method \( m \) during test \( t \), let \( \text{vals}_e(m) \) be the set of values reaching method \( m \), and \( \text{vals}_e(t) \) be the last set of values to flow out of test \( t \) before \( m \) was called, and let \( \text{vals}'_e(m) \) and \( \text{vals}'_e(t) \) be the corresponding sets after adding the return value of \( m \) and the returned value to \( t \). We define the value propagation score as:

\[
\text{score}_{\text{valprop}}(t,m) = \max_{e \in \text{executions}(t,m)} \{|\text{vals}'_e(t) \cap \text{vals}'_e(m)|\}
\]

### 3.2.5 Inverse Coverage Predictor

The idea behind the Inverse Coverage Predictor is that if test \( t \) covers method \( m \), then the relative “importance” of \( m \) for \( t \) depends on how many other methods \( t \) covers. The fewer methods \( t \) covers, the more significant is the fact that it covers \( m \). Let \( \text{trace}(t) \) be the set of methods executed during
test \( t \). This predictor simply ranks \( t \) by increasing order of the number of methods which \( t \) covers:

\[
score_{icov}(t, m) = \begin{cases}
\frac{1}{|\text{trace}(t)|} & \text{if } m \in \text{trace}(t); \\
0 & \text{otherwise}.
\end{cases}
\]

### 3.3 Natural Language based Predictors

Natural language program analysis techniques use Information Retrieval similarity measures, to estimate the affinity or similarity between two given segments of code \[27\]. The underlying assumption behind natural language program analysis techniques is that programmers use meaningful identifiers, in order to create a readable program. An identifier can be broken into a concatenation of meaningful words, using code conventions such as _underlining_, or _CamelCase_. In addition English words are extracted from comments, again assuming programmers indeed write comments in their code.

TestRank uses the WordNet lexicon \[20\] and an adapted version of the CodePsychologist’s affinity score algorithm \[25\] to assign each (test,method) pair a score between 0 and 1, based on the textual similarity of the word groups from the source code of the test and the method.

In contrast with TestRank, CodePsychologist is designed for use with regression testing in a system testing environment, where the test cases are not programmer tests but rather textual test plans or scripts for system test automation tools. CodePsychologist’s input is not a single code change, but rather a history of the source repository. Another difference is CodePsychologist’s dependence on manual configurations, and in particular relying on user supplied coverage filters, instead of automatically discovering tests coverage. In spite of these differences, TestRank borrows the same basic approach as the CodePsychologist but for a different purpose, working in “reverse psy-
chology” mode — locating tests “looking after” methods, instead of methods that fail tests.

We made the following adaptations and improvements to CodePsychologist:

- Coverage is used as a basic soundness filter, meaning if method $m$ is not covered by test $t$, then $score_{affin}(t, m) = 0$

- In addition to English words in the text compared using the word affinity measure, we also extracted literals. These include string literals, numbers and whole identifiers made of several words. Also, any word not found in WordNet is considered a literal. For literals we used simple string comparison. We also experimented with comparing literals using edit distance, as in Simpson and Dao [32]. However, the results were not conclusive so we do not show them here.

- Words appearing in the method name are given extra weight. For a constructor, which is anonymous in Java, the class name is given extra weight. The weight factor $\omega_{m}(w)$ is one if the word $w$ does not appear in the name of method $m$. Otherwise it is set to a constant value which was determined in the tuning phase.

- We filter out stop words such as “to”, “the”, etc. These are extremely common words that are not significant for the affinity and only add noise and load to the system.

- In order to further reduce uninformative noise and load, we filter out the most common words in the text. The specific percentage of words left out was determined in the tuning phase.
• We give each word in a word group a weight, according to its relative importance in its context, using the Information Retrieval measure TF-IDF \[31\]. Term frequency (TF) measures the importance of a word in a particular method (or test). Suppose a word \( w \) occurs \( n_{w,m} \) times in a method \( m \), and that there are a total of \( N_m \) distinct words in the method, then \( t f i d f(w, m) = \frac{n_{w,m}}{N_m} \). The inverse document frequency (IDF) measures the importance of the word among all methods. Suppose \( w \) occurs in \( d_w \) methods, and there are a total of \( D \) methods in all the traces, then \( idf(w) = \log \frac{D}{d_w} \). TF-IDF balances the relative frequency of the word in a particular method with its overall frequency:

\[
tfidf(w, m) = tf(w, m) \cdot idf(w) = \frac{n_{w,m}}{N_m} \cdot \log \frac{D}{d_w}
\]

3.3.1 Simple Affinity Predictor

Given two collections of words: \( A = \{a_1, a_2, \ldots, a_n\} \) and \( B = \{b_1, b_2, \ldots, b_m\} \), the weighted word group affinity \( GrpAff(A, B) \) is calculated as follows:

\[
MaxAff(\omega, B) = \max_{b \in B}\{WrdAff(\omega, b)\}
\]

\[
bMax_{\omega, B} = \arg\max_{b \in B}\{WrdAff(\omega, b)\}
\]

\[
\tilde{W}_A(\omega, B) = tfidf(\omega, A)\hat{\omega}_A(\omega) \cdot tfidf(bMax_{\omega, B}, B)\hat{\omega}_B(bMax_{\omega, B})
\]

\[
AsyGrpAff(A, B) = \frac{\sum_{\omega \in A} MaxAff(\omega, B)\tilde{W}_A(\omega, B)}{\sum_{\omega \in A} \tilde{W}_A(\omega, B)}
\]

The final group affinity and affinity score are defined the same as in the CodePsychologist \[25\]:

\[
GrpAff(A, B) = [AsyGrpAff(A, B) + AsyGrpAff(B, A)]/2
\]

\[
score_{affin} = GrpAff(\text{words(method)}, \text{words(test)})
\]
3.3.2 Affinity Propagation Predictor

Suppose that test case \( t \) has high affinity to some method \( m \). Sometimes \( t \) might fail due to a change in a method \( p \), which calls \( m \), even though \( m \)'s code was not changed. For example, changing \( p \) might cause \( m \) to be called with different arguments, or in a different state, or even cause \( m \) not to be called at all. We may say then that \( p \) is correlated with \( t \) because it calls a method that is correlated with \( t \). The Affinity Propagation predictor processing is done after all simple affinities have been assigned. It runs in \( n \) iterations, updating the current affinity propagation of each method \( p \) with that of its “children”:

\[
\begin{align*}
    affinity_{prop}^0(p) & = affinity(p) \\
    affinity_{prop}^{i+1}(p) & = (1 - f)affinity_{prop}^i(p) + \\
                        & \quad \frac{f}{|children(p)|} \sum_{c \in children(p)} affinity_{prop}^i(c)
\end{align*}
\]

Where \( f \) is a weight factor determining how much propagation is used at each iteration. \( n \) and \( f \) were determined in the tuning phase. We define for fixed \( t \):

\[
    score_{affprop}(p) = affinity_{prop}^n(p)
\]

3.4 Linear Combination

The relevance of each test \( t \) to the code change in method \( m \) is given a score by each of the predictors described above. The Linear Combination predictor attempts to combine the scores from the different predictors into one meta predictor.

We first must make sure that the scores are normalized for all predictors. In particular, the Execution Count, Call Count, Stack Depth Sum and Value
Propagation predictors give nominal scores in whole numbers $0, 1, 2, 3, \cdots$. We first normalize these scores to the range $[0, 1]$, by taking:

$$s' = \frac{s}{s + 1}$$

where $s$ is the original nominal score. Note that this normalization function is monotonic, which is necessary in order to use the scores for ranking.

We also experimented with normalizing scores using the alternative function:

$$s'(m, t) = \frac{s}{\sum_j s(m_j, t)}$$

This alternative normalization function attempts to consider $s(m, t)$ in relation to all methods $m_j$ covered by $t$. We provide the details of the alternative normalization experiment and results in chapter 5.

The final score is a linear combination of all the predictor-scores:

$$\text{score}(m, t)_{avg} = \sum_{i=1}^{P} \omega_i \cdot \text{score}'(m)$$

where $\omega_i$ is the coefficient of the predictor $i$, and $P$ is the number of predictors the algorithm uses. The values of the coefficients are based on experimental tuning described in Section 4.2.

### 3.5 Implementation

TestRank is implemented in Java and AspectJ. It uses the Java API for WordNet Searching (JAWS) [33]. TestRank can be used in any IDE and with any test runner. We used Eclipse IDE with JUnit [8].
Chapter 4

Empirical Evaluation on Open-Source Projects

In this chapter we evaluate the effectiveness of our techniques. The effectiveness of the change-sensitive TCP process is measured by the rank of the actual failed test in the ordered list of tests. In order to obtain an effective bounded RTS process we need to be able to set the selection size bound $\alpha$ low, and get a high fault recall rate $\beta$.

In the rest of this chapter we will first explain our experimental method, and then we will present results from two experiments. In order to evaluate our techniques, we used two Apache open source projects. The first project Log4J was used for experimenting and tuning TestRank. We will also use Log4J as a running example to illustrate our method. The second project Commons Math was used to test TestRank’s effectiveness on unseen data. We conclude this chapter with a discussion of the results and what expected fault recall rate can be inferred from them.
Table 4.1: Jumble mutation operators used

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>default</td>
<td>Negate conditionals</td>
</tr>
<tr>
<td>default</td>
<td>Replace Binary Operation</td>
</tr>
<tr>
<td>-r</td>
<td>Mutate return values</td>
</tr>
<tr>
<td>-k</td>
<td>Mutate inline consts</td>
</tr>
<tr>
<td>-i</td>
<td>Mutate increments</td>
</tr>
<tr>
<td>-w</td>
<td>Mutate constant pool entries</td>
</tr>
</tbody>
</table>

4.1 Method

In both experiments we mutated methods in order to simulate a programmer accidentally introducing a bug to the code. In order to perform a meaningful comparison to safe RTS, we are most interested in the cases where safe-RTS would select a large portion of the test cases. We used TestRank’s option “--core” to find which methods have the highest test coverage, and chose these methods as potential mutation methods (core methods).

In order to find suitable mutations, we used the Jumble mutation testing tool \[22\] on each potential class using all the tests in the suite, obtaining a list of potential mutations. The Jumble mutation operators used are detailed in table 4.1. Further details about Jumble’s mutation operators are available at the Jumble web site \[7\].

We also created mutations manually, based on our experience with real programs, in order to create more realistic faults, and also in cases where Jumble missed an obvious mutation, and in order to save time and increase the overall number of experiments.

For each method \(m\) with mutations, we determined the fail set — \(\text{fail}(m)\), the tests that fail as a result of any mutation in the method. We then selected
the methods whose fail set is positive and yet small as our mutation methods. We chose methods with high test coverage and a small positive fail set, to test that our technique performs beyond what might be expected at random. If test coverage is low then safe RTS provides a small precise selection, and if fail set is high then safe RTS is expected to fail fast. Ruling out these conditions from our experiments forces our technique to perform beyond what might be expected from a random permutation of a safe selection.

Since in most cases |fail(m)| > 1, and in order to evaluate how high each failing test t ∈ fail(m) is ranked independently of other failing tests in fail(m), we treated each failing test separately as follows: We define a detected mutation as a pair (m, t), where t is a test that fails as a result of mutating the method m. After running preprocessing in order to create the TestRank database, we executed a script to perform TestRank’s “-query” option on each mutation method m and produced ranks(m) — a list of all tests in T covering m ranked by their relevance to m, as determined by a TestRank predictor. The script also records for each t ∈ fail(m) its relative rank in ranks(m) as follows: Let ranks(m, t) be the same ordered list as ranks(m), but excluding all failing tests except t, and let position(m, t) be the index of the failing test t in this list. then the relative rank of t in the context of m is:

\[ RR_m(t) = \frac{position(m, t)}{|ranks(m, t)|} \]

Thus, we obtained for each detected mutation (m, t) its relative rank RR_m(t), the smaller—the better, but of course \[ \frac{1}{|ranks(m, t)|} \] is a lower bound on RR_m(t). The validation script repeats this for each predictor p to obtain RR_p^m(t), so we can compare the effectiveness of the different predictors by comparing the different values of RR_p^m(t). In the next section, we will demonstrate our method by walking through how we used it for testing during the
development process.

4.2 Verification During Development

In order to tune TestRank, and test it during development, we used the open source project Log4J, the Apache Java logging service project [2]. This project contains 32713 lines of code and 252 test cases. For convenience, we used the project’s test suite CoreTestSuite, which contains 202 out of these test cases. The size of the TestRank database file was $\sim 580$ KB.

As was explained in section 4.1 methods with high test coverage and a small positive fail set are good candidates for mutation. In the case of Log4J, out of all methods $m$ covered by at least 15 tests (core methods), we chose 8 mutation methods satisfying $0 < \text{fail}(m) < 6$. For these 8 method we obtained 24 (method, test) detected mutations.

As an example of the process, the method LogManager.getLoggerRepository was found to be covered by 30 tests. We planted a bug in this method by removing an if condition:

```
if (repositorySelector == null) {
    repositorySelector = new DefaultRepositorySelector(
        new NOPLoggerRepository());
    guard = null;
    LogLog.error("repositorySelector was null.");
}
```

Removing the if condition changed the flow of the code, causing two test cases to fail:

```
SMTPAppenderTest.testTrigger
TelnetAppenderTest.testIt
```
Table 4.2: Example of TestRankValidator input format

File: actual_1.txt
LogManager.java:174
LoggerRepository org.apache.log4j.LogManager.getLoggerRepository()
void org.apache.log4j.net.SMTPAppenderTest.testTrigger()
void org.apache.log4j.net.TelnetAppenderTest.testIt()

Since $\text{fail}(\text{LogManager.getLoggerRepository}) = 2$ is positive and yet small, this was chosen as a good mutation method, and we created its corresponding input to the TestRankValidator script listed in table 4.2.

Table 4.3 shows the absolute rank $\text{position}(m, t)$ that each predictor prescribed to each test failure for each bug. Since each bug may cause several tests to fail, each row represents a test failure, and the rows are grouped by bugs. The Safe RTS column records the number of tests needed to cover each mutation using a safe RTS approach, which equals $|\text{ranks}(m, t)|$.

Looking at the table we can observe several things. Different heuristics predicted different failures. No predictor was always the best. The highest effectiveness was achieved by Affinity, Affinity Propagation and Linear Combination.

The dynamic predictors generally produced the worst results, out of which Call Count predictor was the best and Inverse Coverage was the worst. We may also notice that Execution Count was always worse than Call Count. Some predictors, which were generally not highly effective, beat all the others in a few cases.
Table 4.3: Log4J Experiment Results — Expected Absolute Ranks

<table>
<thead>
<tr>
<th>Bug</th>
<th>Safe RTS</th>
<th>EXCNT</th>
<th>CLCNT</th>
<th>STKEXCN</th>
<th>VALPROP</th>
<th>ICOV</th>
<th>AFFIN</th>
<th>AFFPROP</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>29</td>
<td>6.5</td>
<td>2</td>
<td>15</td>
<td>29</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>16</td>
<td>21.5</td>
<td>15</td>
<td>29</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>5</td>
<td>4.5</td>
<td>3.5</td>
<td>7</td>
<td>5</td>
<td>8</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>4.5</td>
<td>3.5</td>
<td>3.5</td>
<td>5</td>
<td>8</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>14</td>
<td>9</td>
<td>16</td>
<td>2.5</td>
<td>13.5</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>9</td>
<td>13</td>
<td>10</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>9</td>
<td>13</td>
<td>2.5</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>9</td>
<td>13</td>
<td>10</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>9</td>
<td>13</td>
<td>10</td>
<td>9.5</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>17</td>
<td>9.5</td>
<td>9</td>
<td>9.5</td>
<td>9</td>
<td>17</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17</td>
<td>9.5</td>
<td>9</td>
<td>9</td>
<td>17</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>14</td>
<td>9.5</td>
<td>9.5</td>
<td>9</td>
<td>17</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>9.5</td>
<td>9.5</td>
<td>9</td>
<td>17</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>16.5</td>
<td>10.5</td>
<td>14.5</td>
<td>1.5</td>
<td>16.5</td>
<td>9</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16.5</td>
<td>10.5</td>
<td>14.5</td>
<td>10.5</td>
<td>18</td>
<td>9</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16.5</td>
<td>10.5</td>
<td>14.5</td>
<td>10.5</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16.5</td>
<td>10.5</td>
<td>14.5</td>
<td>10.5</td>
<td>11.5</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16.5</td>
<td>10.5</td>
<td>14.5</td>
<td>10.5</td>
<td>12.5</td>
<td>9</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>10.5</td>
<td>6.5</td>
<td>10.5</td>
<td>10.5</td>
<td>12</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.5</td>
<td>6.5</td>
<td>10.5</td>
<td>5</td>
<td>7.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.5</td>
<td>6.5</td>
<td>10.5</td>
<td>5</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.5</td>
<td>6.5</td>
<td>10.5</td>
<td>5</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>13</td>
<td>6.5</td>
<td>3.5</td>
<td>4.5</td>
<td>9</td>
<td>13</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1.5</td>
<td>2.5</td>
<td>9</td>
<td>7.5</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1.5</td>
<td>2.5</td>
<td>9</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

A Rows represent ranks of failed tests, grouped by the bugs causing the tests to fail.

For example, Stack Depth was the only predictor to rank test #1 of bug #1 at rank #2 out of 29, and Value Propagation ranked test #1 of bug #6 at expected rank #1 or #2 out of 20 tests.

\[1\] It is possible for a predictor to give the same score to more than one test, which is often the case with dynamic predictors. In this case, the internal order between tests with the same rank would be arbitrary. In order to deal with this phenomenon, we designed the validation script to order the actual failing test according to the expected-case of a random
Another kind of analysis we performed was relative ranks analysis. As an example, the Affinity predictor ranked the second test that detected bug #1 as #3 out of 29 covering tests for the mutated method. This means a relative rank of 10.3%. The same test was ranked at the top 22.4% by Execution Count Predictor, and its expected absolute rank is #6.5 out of 29.

Table 4.4: Log4J Experiment Results — Sample of Relative Ranks

```
method=LogManager.getLoggerRepository()
Relative Ranks of actual failed tests

<table>
<thead>
<tr>
<th>Bug</th>
<th>Test-case</th>
<th>EXCNT</th>
<th>CLCNT</th>
<th>STKEXCN</th>
<th>VALPROP</th>
<th>ICOV</th>
<th>AFFIN</th>
<th>AFFPROP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>testTrigger</td>
<td>0.224</td>
<td>0.086</td>
<td>0.069</td>
<td>0.517</td>
<td>1.00</td>
<td>0.103</td>
<td>0.103</td>
</tr>
<tr>
<td>1</td>
<td>testIt</td>
<td>0.069</td>
<td>0.552</td>
<td>0.741</td>
<td>0.517</td>
<td>1.00</td>
<td>0.103</td>
<td>0.103</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
```

Figure 4.2 shows the results for the Log4J experiment in a box plot. The diagram shows for each predictor, the distribution of the predictor’s detection-effectiveness scores. On each detected mutation \((m,t)\) the detection-effectiveness score is defined as \(1 - RR_m(t)\).

The linear combination was tuned at this stage to maximize the results. The optimal combination found is 85% Affinity Propagation, 8% Call Count, 5% Value Propagation and 2% Stack Depth. Out of all the covering tests, internal order. The validation script thus calculates the rank of a test as the average between the two extreme cases, where the test is first or last in its “equivalence class” of tests. That is why we might often see non integer numbers like 6.5 in TestRankValidator’s relative ranks output.

Box plots provide a concise display of a distribution. The boxes display the median, first and third quartiles. The whiskers stretch to the min and max values within 1.5 box-ranges from the box. Min and max outliers are shown as ‘*’.

2Box plots provide a concise display of a distribution. The boxes display the median, first and third quartiles. The whiskers stretch to the min and max values within 1.5 box-ranges from the box. Min and max outliers are shown as ‘*’.
TestRank’s Linear Combination predictor (AVG) ranked the failing test in the top 23.8%, in 70% of the cases (out of 24 detected mutations), and in the top 30.8% in 80% of the cases.

Figure 4.1 shows the results of the Linear Combination predictor for the Log4J experiment in a Pareto chart. For each relative rank cutoff, the chart shows in how many cases the predictor ranked the detecting test lower than that cutoff value. In bounded RTS terms, the chart shows the fault detection rate $\beta$ as a function of the selection-size bound $\alpha$.

This is somewhat similar to average percentage of faults detected, or APFD. The difference is that an APFD graph describes a single experiment, showing how fast one general prioritization is detecting multiple bugs, whereas our graph describes a distribution over many experiments, showing the accumulated effectiveness of many change-specific prioritizations in detecting a single bug each (In how many experiments the bug was detected in the top x%).

---

3 This is somewhat similar to average percentage of faults detected, or APFD. The difference is that an APFD graph describes a single experiment, showing how fast one general prioritization is detecting multiple bugs, whereas our graph describes a distribution over many experiments, showing the accumulated effectiveness of many change-specific prioritizations in detecting a single bug each (In how many experiments the bug was detected in the top x%).
4.3 Validation Experiment

In order to evaluate TestRank effectiveness on unseen test data, we used the open source project *Commons Math*, the *Apache Commons* mathematics library [1]. This project contains 42212 lines of code and 1882 test cases (in 152 test classes). The size of the TestRank database file was $\sim 11.4$ MB.

As was explained in section 4.1, methods with high test coverage and a small positive fail set are good candidates for mutation. In the case of Commons Math, out of all 61 methods $m$ covered by at least 90 tests (core methods), we chose 8 mutation methods satisfying $0 < \text{fail}(m) < 10$. For these 8 method we obtained 38 (method, test) detected mutations.

Table 4.5 shows the results of the Commons Math experiment, and Figure 4.3 shows these results summarized in a box plot. Looking at table 4.5 and comparing the results to those of the previous experiment, in table 4.3 we can observe that Affinity and Affinity Propagation effectiveness is now worse than on the tuning data, while all the dynamic predictors, except Call Count, have improved. The Value Propagation predictor was the best dy-
dynamic predictor, ranking the failed tests in its top 45%, in 80% of the cases.

Further analysis reveals that the Linear Combination predictor (AVG), as tuned in the previous experiment, performs as the best predictor in the current experiment, on several statistics including average, median and 70% percentile. Out of all the covering tests, TestRank’s Linear Combination predictor (AVG) ranked the failing test in the top 30.5%, in 70% of the cases (out of 38 detected mutations), and in the top 51.5% in 80% of the cases. Figure 4.1.B shows the results of the Linear Combination predictor for the Commons Math experiment in a Pareto chart.

### 4.4 Threats to Validity

Like any empirical evaluation, this work has limitations that must be considered when interpreting the results. Threats to internal validity mostly concern possible errors in the way we implemented our techniques that could affect outcomes. To control for this threat, we verified parts of the implementations on synthetic examples, and performed several sanity checks. For the purpose of initial evaluation, we approximated a test suite’s execution
cost by the number of test cases in the test suite. The more realistic cost measure is of course the running time of the test suite. We expect to collect the running time for each test case and improve the accuracy of our results in the near future, but we expect that on average this approximation should not bias the results much.

The main threat to external validity is that our case study included only two programs, and therefore we cannot claim that these results generalize to other programs. Like many other projects, which utilize automated tests, it is hard to say how much the studied projects follow the TDD philosophy. However, the programs are real software systems, and the test suites used are the ones actually used by the developers of the considered systems.

Another threat to the ability to use our tool in various code bases is that, in our current implementation, preprocessing of CPU intensive code is slow. This slowness is an artifact of a design decision we made, which simplified the construction of the prototype implementation, and we may improve on it in the future. In any event, preprocessing is performed off-line, so developers using the tool should not experience any overhead.

4.5 Discussion

Our validation experiment (Commons Math experiment) confirms that the results obtained during the first experiment (Log4J experiment) do not deteriorate too much when validating the system on an unseen code base. The improvement we can expect in relation to safe-RTS, is about 70/30 or 80/50.

What are the expected improvements in a typical TDD environment, in relation to not using any selection technique? In order to answer this question, we need to assess the typical distribution of test coverage in TDD
projects. This data is a subject for further research. For the purpose of this discussion, we will just illustrate using a hypothetical example: Suppose we have an application with 1000 tests, in which 60% of the methods are covered by 100 tests each, 25% of the methods are covered by 200 tests each, and another 15% of the method by 300 tests each. Suppose further that we configure TestRank’s bound to the top 100 tests. Then for 60% of the methods we run all their covering tests and hence get 100% bug detection, for 25% of the methods we select 50% of their covering tests and expect to get 80% bug detection, and for another 15% of the method we select 33% of their covering tests each, and expect to get 70% bug detection. We obtain the following expected fault recall rate:

\[ 0.6 \cdot 1.0 + 0.25 \cdot 0.8 + 0.15 \cdot 0.7 = 0.905 \]

So, in this case TestRank is expected to find 90% of the bugs, while running only 10% of the tests after any code change.\(^4\)

\(^4\)Of course, in order to confirm this hypothetical result, further validation is needed on various code bases.
<table>
<thead>
<tr>
<th>Bug</th>
<th>Safe RTS</th>
<th>EXCNT</th>
<th>CLCNT</th>
<th>STKEXCN</th>
<th>VALPROP</th>
<th>ICOV</th>
<th>AFFIN</th>
<th>AFFPROP</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>136</td>
<td>16</td>
<td>72</td>
<td>23</td>
<td>63.5</td>
<td>117.5</td>
<td>84</td>
<td>62.5</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>72</td>
<td>47</td>
<td>63.5</td>
<td>95.5</td>
<td>84</td>
<td>62.5</td>
<td>51.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>47</td>
<td>72</td>
<td>94.5</td>
<td>63.5</td>
<td>93.5</td>
<td>84</td>
<td>62.5</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>118</td>
<td>91.5</td>
<td>60.5</td>
<td>35.5</td>
<td>53</td>
<td>18.5</td>
<td>89</td>
<td>89</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>91.5</td>
<td>60.5</td>
<td>105</td>
<td>53</td>
<td>53.5</td>
<td>24</td>
<td>24</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>102</td>
<td>10</td>
<td>52</td>
<td>4</td>
<td>25</td>
<td>14.5</td>
<td>52</td>
<td>52</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>26.5</td>
<td>1.5</td>
<td>13.5</td>
<td>25</td>
<td>18.5</td>
<td>74</td>
<td>74</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>26.5</td>
<td>1.5</td>
<td>29.5</td>
<td>25</td>
<td>19</td>
<td>80</td>
<td>80</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>67.5</td>
<td>52</td>
<td>51.5</td>
<td>25</td>
<td>21</td>
<td>95.5</td>
<td>95.5</td>
<td>88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>67.5</td>
<td>52</td>
<td>41.5</td>
<td>25</td>
<td>20</td>
<td>52</td>
<td>52</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>83</td>
<td>20.5</td>
<td>49</td>
<td>11.5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>70.5</td>
<td>49</td>
<td>61</td>
<td>7</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>70.5</td>
<td>49</td>
<td>61</td>
<td>7</td>
<td>6.5</td>
<td>4</td>
<td>8</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>48.5</td>
<td>49</td>
<td>41</td>
<td>16</td>
<td>6.5</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>110</td>
<td>91</td>
<td>55.5</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>58</td>
<td>42</td>
<td>38</td>
</tr>
<tr>
<td>6</td>
<td>103</td>
<td>78.5</td>
<td>52.5</td>
<td>66.5</td>
<td>50</td>
<td>97</td>
<td>49</td>
<td>51</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>95.5</td>
<td>52.5</td>
<td>66.5</td>
<td>50</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>56.5</td>
<td>52.5</td>
<td>51</td>
<td>50</td>
<td>85</td>
<td>52</td>
<td>51</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30.5</td>
<td>52.5</td>
<td>30</td>
<td>50</td>
<td>93</td>
<td>52</td>
<td>51</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>83</td>
<td>35.5</td>
<td>42</td>
<td>21.5</td>
<td>36</td>
<td>27.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>42</td>
<td>2</td>
<td>36</td>
<td>34</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13.5</td>
<td>42</td>
<td>32.5</td>
<td>36</td>
<td>55</td>
<td>80</td>
<td>78</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>42</td>
<td>4</td>
<td>36</td>
<td>35.5</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>64.5</td>
<td>42</td>
<td>73.5</td>
<td>36</td>
<td>73</td>
<td>70</td>
<td>70</td>
<td>71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>64.5</td>
<td>42</td>
<td>48</td>
<td>36</td>
<td>27.5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>64.5</td>
<td>42</td>
<td>73.5</td>
<td>36</td>
<td>55</td>
<td>71</td>
<td>73</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>42</td>
<td>11.5</td>
<td>36</td>
<td>19.5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>60</td>
<td>36</td>
<td>32</td>
<td>7.5</td>
<td>2</td>
<td>9.5</td>
<td>16</td>
<td>17</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>32</td>
<td>7.5</td>
<td>2</td>
<td>10.5</td>
<td>10</td>
<td>11</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>32</td>
<td>7.5</td>
<td>2</td>
<td>7.5</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>32</td>
<td>7.5</td>
<td>11.5</td>
<td>11</td>
<td>26</td>
<td>27</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>32</td>
<td>7.5</td>
<td>2</td>
<td>9.5</td>
<td>10</td>
<td>11</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>32</td>
<td>7.5</td>
<td>11.5</td>
<td>9.5</td>
<td>10</td>
<td>11</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>32</td>
<td>7.5</td>
<td>11.5</td>
<td>9.5</td>
<td>48</td>
<td>49</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>32</td>
<td>7.5</td>
<td>2</td>
<td>9.5</td>
<td>10</td>
<td>11</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 5

Alternative Normalization of Predictor Scores

As we explained in section 3.4, most of the dynamic predictors normalize their scores using the function:

\[ s'(m,t) = \frac{s(m,t)}{s(m,t) + 1} \]

This function is monotone in \( s \) and results in \( s' \) being within the range \([0, 1]\). However, this function only considers the score given to the pair \((m,t)\) in isolation, meaning given a method \( m \), the tests \( t_1 \) and \( t_2 \) are ranked according to which has a higher \( s(m, t_i) \), with no consideration of how large is \( s(m_j, t_i) \) for other methods \( m_j \) covered by \( t_i \). It would seem more accurate to consider \( s(m, t_i) \) in relation to all methods \( m_j \) covered by \( t_i \). The alternative normalization uses the function:

\[ s'(m,t) = \frac{s}{\sum_j s(m_j, t)} \]

We implemented the alternative normalization for all dynamic predictors, and the results are shown in table 5.1 and Figure 5.1. Table 5.1 shows for
each dynamic predictor what was the median value of the relative rank. For example, in the Commons Math experiment for the Execution Count predictor using the nominal scores, half the bugs were ranked in the top 60.0% of the tests, but using the normalized scores the same predictor ranked half of the bugs in the top 16.7%.

In the Log4J experiment the results were inconclusive, while in the Commons Math experiment all four dynamic predictors improved. Still, none of the four dynamic predictors is very useful on its own, and they need to be combined in order to get effective ranking.

![Boxplot](image)

**Figure 5.1: Normalized Scores: Log4J and Commons Math Experiments Results boxplots — detection-effectiveness by predictor**

<table>
<thead>
<tr>
<th>Predictor</th>
<th>EXCNT</th>
<th>CLCNT</th>
<th>STKEXCNT</th>
<th>VALPROP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>base</td>
<td>alt</td>
<td>base</td>
<td>alt</td>
</tr>
<tr>
<td>Log4J</td>
<td>82.4</td>
<td>64.7</td>
<td>52.5</td>
<td>58.3</td>
</tr>
<tr>
<td>Commons Math</td>
<td>60.0</td>
<td>16.7</td>
<td>51.0</td>
<td>16.5</td>
</tr>
</tbody>
</table>

Table 5.1: Alternative Normalization Results — Median Relative Ranks, baseline vs. the alternative normalization

We experimented with re-tuning the Linear Combination predictor on the normalized scores, and found that 95.5% Affinity Propagation and 4.5% Stack
Depth Sum, gives for the Log4J tuning experiment: 80/33.3 and 70/23.1.
Unfortunately, the same combination gives for the Commons Math experiment: 80/71.2 and 70/52.4. The reason seems to be that the original Affinity predictor gave similar bad results for Commons Math (80/72.5 and 70/52.7).
We did not use a normalization function for the Affinity predictor, since it is not immediately clear how to apply this alternative normalization to the Affinity predictor. We experimented with:

$$affinity'(m, t) = \frac{affinity(m, t)}{\sum_i affinity(m_i, t)}$$

For Log4J, this ranked half of the bugs in the top 60.0%, instead of the baseline 15.4%. For Commons Math, this ranked half of the bugs in the top 18.3%, instead of the baseline 26.7%. So this alternative gives better results for Commons Math but much worse results for Log4J.

We conclude that the alternative normalization scheme presented in this chapter seems to be important for effective test ranking, but further research is still needed in order to understand how to apply it to Affinity calculation and how it affects the optimal weight values for combination of multiple predictors.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

We have introduced TestRank, a bounded regression test selection tool, using a combination of several change-sensitive test case prioritization techniques. We based our techniques on dynamic and natural language analyses of a code base and its test suite. Our experimental results with Log4J and Commons Math support our assumption that the technique works, and gives added value to developers in accelerating retesting during development, while maintaining a high bug detection rate. TestRank gives the TDD developer a good bug detection tool, while considerably accelerating TDD testing. Finally, while our approach is particularly suitable for TDD, we believe it may be beneficial in any setting which emphasizes frequent testing during development, a practice that is becoming more widespread in the software industry.
6.2 Future Work

This thesis presented the first experience with TestRank, which was limited to two medium sized projects. We would like to do further empirical evaluation on larger projects, ideally in a real world TDD work environment. Further research is still needed into the alternative normalization scheme presented in section 3.4 and how to apply it to affinity ranking. Combining the different predictors in an optimal manner is still another subject that has room for improvement. In addition, in the future we want to combine some improvements, part of which were found to be effective in previous works:

- Handling changes outside methods, such as overriding method introduction, having a non-local effect [28].

- Ranking tests by relevance to multiple code changes [34], expecting to improve the ranking precision.

- Using fine granularity tracing, i.e., basic blocks instead of methods, thus potentially improving precision.

- Combining global ranking. Prefer tests that are shortest, most recently failed or frequently failed, least recently executed [24] or that are complex.\footnote{But Elbaum et al. (2000) [18] suggests that complexity ranking does not significantly improve prioritization effectiveness.}

- Setting in each rank a test that gives additional value to whatever value was covered by the preceding tests.

- Reinforce a correlation score when a test actually fails after a method changed, and vice versa.

- Use mutation analysis to record which tests fail after mutating a code fragment [18].
• Annotation syntax for the developer to provide hint tags to tests and code segments.

• Continuing the work on comparing literals, using edit distance measures. Handling abbreviations.

• Consider changes in resources outside code (e.g., XML).

• Integration with real world environments like Eclipse.

• Filtering changes in comments, refactoring, dead code, etc.

On a more general level, we introduced a technique for estimating test-to-code correlation in TDD code bases. We have focused on the application for test selection, but once the test-to-code correlation is revealed, there can be further interesting applications such as:

• Bug root cause analysis ("CodePsychologist for TDD").

• Code comprehension (Understanding a piece of code’s functionality, by finding the test that it implements).

• Change sensitivity analysis.

• Test maintenance (Find tests that will need to change).

• TDD implementation assist (Find where to implement changed test).

In addition, combining text-to-code or text-to-test correlation for free text, yielding such applications as:

• Find potential regression to known past tickets.

• Find relevant code to ticket in bug tracking system.

• Feature location by keywords.
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럴לה

פיתוח מונחה-בדיקות מאופייני בהריצות והרצות וניתוחים של הבילט-בדיקות, ובו

המאפשר לפרטחים בל泽连斯基 סינויד קוד לביסות. עם זה, הרצת הבילט-בדיקות

במלאת בציבור כל שנה קוד ט启迪 אל תמיית תפסת כנicaidת. רבים שעכים, טכניקות

בלרירת בדיקות-גירסתן ההשוואת בעור פיתוח מונחה-בדיקות התוכנית

הממקדות בלרירת בדיקות-גירסתן "בโตוחות", "כלומר ממקדות באופטימיזציה

שפרמיות של הריצת בדיקות אימוץ ומערכות, המתרחשות בשבל מאוחר במחזור

היתון. אויי עלшин שטכניתLBLרירת בדיקות-גירסתן "חפץ ליון" "זרتمتع", "כלומר בלרצ קובץ קסם של בדיקות

בידיקות,עלון ליון "זרتمتع", "כלום בלרצ קובץ קסם של בדיקות

השלטים צוירה שלים קוד לטיני ומוקד, מתוח מספר על בדיקות.

אנו מציגים טכניקות בלרירת בדיקות-גירסתן "זרتمتع סיסמה" עשור פיתוח מונחה-

בדיקות, המבוססות על יונתו-תוכנית דינמי ויתות Şiałת-בעיטות. מושג טכניקות

חامعة את האפקטינוו של ביוחים ארגון בשני

פורחיטי קוד-יתון. את מריאה כ-ו"ז שימשר בטכניקות אלא, מתוחים כל쏭

להיאי את מ-Headersית היתון פנו שמייה על שיעור הגנה על יתור ארגון, ב- chipset

ועדות בשילט פיתוח מונחה-בדיקות בונ שומע סבטי车联网 סלולרי המשלב

בדיקות במקלל הפיתוח.
טכניות לבירית בידיקות-רגרסיה
עבורי פיתוח מונחה-בידיקות

חיבור זה הוגש כחלק מהדרישות לתואר מוסמך אוניברסיטה
ממת
חגי ציבולסקי

העבודה הכהה בהדרכה של פרופ' עמי דודיא

אדר א' תשע"א