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Abstract

The role of randomness in computation is an important and fundamental one, in the computational model (can every probabilistic space- or time-bounded algorithm be derandomized?) as well as in the information-theoretic model (how can we extract true randomness from weak sources?). In this work we study problems in randomness extraction and in probabilistic space-bounded computation.

In the first part of the thesis, we address problems in extracting randomness from independent weak sources – a research area which has been extensively studied for the last three decades. Recently, there has been a burst of significant progress that lead to an explicit construction of two-source extractors supporting poly-logarithmic min-entropy [CZ16], together with a set of new primitives and techniques. The breakthrough construction of Chattopadhyay and Zuckerman used non-malleable extractors as an important ingredient. However their reduction was sub-optimal, even assuming optimal non-malleable extractors. We improve upon their result and construct two-source extractors supporting near-logarithmic min-entropy by giving an entropy-efficient reduction that incorporates a new sampling technique.

Although those extractors support very small min-entropies, they cannot achieve exponentially small error. We also make some advancement in the low-error regime and give two new constructions. The first construction is a conditional one, showing that good non-malleable extractors can be used to construct low-error two-source extractors supporting polynomially-small min-entropy. The second construction is an explicit one, although it only gives the weaker notion of a two-source condenser. The condenser has low-error, supports poly-logarithmic min-entropy and has a very small entropy gap.

Concluding the first part of the thesis, we give a new construction of almost-optimal unbalanced two-source extractors. These extractors yield strong, small-error, one-bit strong dispersers with near-optimal seed-length and near-optimal entropy loss. This is one of the few constructions of dispersers that outperform optimal extractors. From a coding-theoretic point of view, we construct binary erasure list-decodable codes with near-optimal list-size and near-optimal rate.

In the second part of the thesis, we study small-space computation through the linear-algebraic lens, showing that in order to derandomize small-space approximation schemes (say, of matrix inversion) it is sufficient to derandomize the corresponding decision classes. We further study the space complexity of approximating a solution to a Laplacian linear system. We give a probabilistic, logspace algorithm solving the problem even for directed graphs that mix in polynomial-time.

These results together with related work on the subject reveal a picture where the various space-bounded classes (e.g., probabilistic logspace, quantum logspace and the class DET) can be characterized by algebraic problems, where, roughly speaking, the difference between the classes lies in the kind of operators they can handle.

The work presented in this thesis relies upon [DTS15a, DLGTS17, BADTS17, BACD+18, BADTS18, BACDTS18], and is a result of joint work with Avraham Ben-Aroya, Eshan Chattopadhyay, Gil Cohen, François Le Gall, Xin Li and Amnon Ta-Shma.
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Part I

Two-Source Extractors and Related Constructions
Chapter 1

Part I Overview

The problem of extracting randomness from imperfect random sources can be traced back to von Neumann [Neu51]. Ideally, and somewhat informally, a randomness extractor is an algorithm that produces, or extracts, truly random bits from an imperfect source of randomness. Going beyond that particular task, randomness extractors have found dozens of applications for error correcting codes, cryptography, combinatorics, and circuit lower bounds to name a few (see, e.g., [Sha02, Wig09] and references therein).

Ideally, a randomness extractor would have been defined as a function $\Ext : \{0,1\}^n \rightarrow \{0,1\}^m$ with the property that for every source $X$ with sufficient entropy, the output $\Ext(X)$ is $\varepsilon$-close to the uniform distribution on $\{0,1\}^m$ in the statistical distance, which we write as $\Ext(X) \approx \varepsilon \cdot U_m$.

Indeed, some structured sources allow for deterministic extraction. For example, such a function $\Ext$ exists for bit-fixing sources that arise naturally in cryptography [CFG+85, KZ06, GRS06, Rao09b, Gab11, CS15], affine sources ([Bou07, Yeh11, Li16] to name a few) and samplable sources [TV00, Vio14]. Unfortunately, for general imperfect sources, where we are only guaranteed that there are no heavy elements in their range, deterministic extraction is impossible.

To see the above fact, let us make things more concrete. We model a weak source by a random variable $X$ that, for convenience, is assumed to be supported on $n$-bit strings. The by-now standard and most useful measure for the amount of randomness in $X$ is its min-entropy, originally proposed by Chor and Goldreich [CG88]. The min-entropy of $X$ is the maximum $k$ for which one cannot guess $X$ with probability larger than $2^{-k}$, or alternatively, the maximum $k$ for which $\Pr[X = x] \leq 2^{-k}$ for every element $x$ in the support of $X$. For any such $k$, we say that $X$ is an $(n,k)$ source, or a $k$-source for short. Now, fix any function $\Ext : \{0,1\}^n \rightarrow \{0,1\}$, assume without loss of generality that $|\Ext^{-1}(0)| \geq |\Ext^{-1}(1)|$ and let $X$ be uniformly distributed over $\Ext^{-1}(0)$. The min-entropy of $X$ is very high, at least $n-1$, however $\Ext(X)$ is obviously constant.

In light of that, several types of randomness extractors, that relax in different ways the above dream definition have been introduced and studied in the literature. In seeded extractors we allow for additional independent and truly uniform bits. Namely, a seeded extractor $\Ext : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ takes as inputs a sample $x \in \{0,1\}^n$ from an $(n,k)$ source $X$ and an auxiliary short seed $y \in \{0,1\}^d$ sampled uniformly at random, and outputs $\Ext(x,y)$. The guarantee is that $\Ext(X,U_d) \approx \varepsilon \cdot U_m$, where $\varepsilon$ it the extraction error, or
our error guarantee. Ideally, we would like $\text{Ext}$ to support small $k$-s, have a small seed-length with a good dependence on the extraction error and have output length close to $k$.

In two-source extractors (or multi-source extractors) our goal is to extract from two (or more) independent weak sources: A function $2\text{Ext}: \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1\}^m$ is a two-source extractor supporting min-entropy $k$ is for every two independent $(n,k)$ weak sources $X$ and $Y$, it holds that $2\text{Ext}(X,Y) \approx_U U_m$ (and here again, $\varepsilon$ denotes the extraction error). Non-explicitly, $k$ can be as low as $\log n + 2\log(\frac{1}{\varepsilon}) + O(1)$.

In the next paragraphs we will continue discussing seeded and two-source extractors, followed by an overview of our results.

Seeded extractors. The problem of constructing explicit seeded extractors has been subject to prolific research over the past three decades. Originally raised in the context of fooling space-bounded computation ([NZ96] and a multitude of followup works) and simulating randomized algorithms with weak sources [Zuc96b], seeded extractors have further found a plethora of applications in theoretical computer sciences. They are also used as ingredients in constructing other important combinatorial objects, and we will see examples for that in following chapters.

Early constructions of seeded extractors were based on random walks, bounded independence and various structural transformations (e.g., [ILL89, Zuc90, NZ93, NZ96, TS96, SSZ98, SZ99b, NTS99]). Trevisan [Tre01] made a major breakthrough by establishing connections between pseudorandom generators from hard functions, error correcting codes and seeded extractors. Other than the improvement in parameters, Trevisan’s extractor exhibited a new technique for the construction and analysis of extractors – the reconstruction paradigm, which reduces the problem of extraction to a reconstruction task from a small advice. Several constructions followed and introduced more sophisticated reconstruction extractors (e.g., [STSZ06, SU05, Uma03]).

The latter constructions achieved relatively good parameters, but it was only until the work of Lu, Reingold, Vadhan, and Wigderson [LRVW03] that extractors having logarithmic seed-length for all min-entropies were constructed. In 2007, Guruswami, Umans and Vadhan [GUV09] gave a direct and elegant construction of almost optimal extractors (with a better dependence on the error) based on Parvaresh-Vardy codes. See also [DW11, DKSS13, TSU12] for explicit seeded extractors that achieve better entropy loss.

Two-source extractors. Explicitly constructing good two-source extractors turned out to be challenging.1 Chor and Goldreich initiated the study of two-source extractors, and proved that the inner-product function works well for min-entropy $k$ greater than $n/2$ [CG88]. Bourgain [Bou05] gave a two-source extractor construction for $k = (1/2 - \alpha)n$ for some small constant $\alpha > 0$. Due to the difficulty of constructing good two-source extractors, another research line focused on extracting randomness from multiple sources, trying to minimize the number of sources and the min-entropy needed. This includes [BIW06, Rao09a, Li11, Li13a, Li13b, Li15b].

1Much work has been done trying to explicitly construct the weaker notion of two-source dispersers, giving rise to explicit constructions of Ramsey graphs. We will discuss it in Section 2.5.2.
Eventually, two decades after Bourgain’s result, Chattopadhyay and Zuckerman [CZ16] managed to drastically improve the entropy requirement and gave a two-source extractor for poly-logarithmic min-entropy! The breakthrough construction of [CZ16] crystalized ideas from multi-sources extractors [Rao09a, Li15b] and used non-malleable extractors as an important ingredient. First introduced by Dodis and Wichs [DW09] in the context of privacy amplification, non-malleable extractors strengthen the notion of seeded extractors and further guarantee that the output of the extractor is uniform even given the extractor’s output on maliciously tampered seeds (see Section 2.4 for details). Several improvements on the [CZ16] construction followed shortly after, including [Mek17, Li16]. Cohen and Schulman [CS16] observed that all previous techniques for constructing multi-source extractors cannot get below min-entropy $\log^2 n$, and by introducing new techniques managed to get the first multi-source construction for near-logarithmic entropy. Chattopadhyay and Li [CL16] reduced the number of sources in such a construction to a constant and Cohen [Coh16b] put it on five.

**Explicit two-source extractors for near-logarithmic min-entropy.** In Chapter 3, we take a significant step towards the goal of constructing optimal two-source extractors in the high-error regime, and give the first explicit construction of two-source extractors supporting near-logarithmic min-entropy. Briefly speaking, the [CZ16] construction introduced a reduction from two-source extractors to non-malleable extractors. However, even assuming the existence of optimal explicit non-malleable extractors, their construction only gives a two-source extractor for $\text{polylog}(n)$ entropy, rather than the optimal $O(\log n)$.

Our result extends the [CZ16] framework and is able to support smaller entropies by making the reduction to non-malleable extractors entropy-efficient. In a nutshell, the [CZ16] construction uses a seeded extractor as a sampler, and we observe that one could use a weaker object, a somewhere-random condenser having a small entropy gap, and such condensers allow for better parameters, in fact better than optimal extractors. We further constructed such condensers by employing the [RRV99] error-reduction scheme. Since our work was published, improved constructions of non-malleable extractors have emerged [Coh16d, Li17, Li18] and following our reduction we now have explicit two-source extractors supporting min-entropy as low as $O(\log n \frac{\log \log \log \log n}{\log \log n})$.

**Low-error two-source extractors and condensers.** Although recent constructions of two-source extractors come tantalizingly close to supporting $O(\log n)$ min-entropy, they all share a very unfortunate disadvantage: they do not support small extraction error. Stated otherwise, their running time is not polynomial in $\log(\frac{1}{\varepsilon})$ but at best polynomial in $\frac{1}{\varepsilon}$. In Chapters 4 and 5, we make progress towards tackling the problem.

In Chapter 4, we further investigate the connection between two-source extractors and non-malleable extractors and propose a way to construct two-source extractors with very small error, supporting polynomially-small entropy rate, given good non-malleable extractors. The parameters we require from the non-malleable extractors for our reduction to hold fit quite comfortably in the non-explicit construction, but currently it is not known how to explicitly construct them.

---

2We can hope for an extraction error which is exponentially-small in the input source’s min-entropy.
The construction in Chapter 4 uses a completely different sampling technique than the low-entropy constructions use, producing a much smaller sample set with a weaker, one-sided, guarantee. Consequently, we are able to get rid of components that impose large error. Offhand, it is not clear whether there exist explicit samplers with the desired parameters, but remarkably, Zuckerman’s dispersers ([Zuc07], see also Section 2.3.1) allow for almost optimal parameters in the regime that interests us.

In Chapter 5, we explicitly construct a relaxed notion of a two-source extractor, called a two-source condenser, in which we are only guaranteed that the output distribution will be close to a distribution having high min-entropy rather than to the uniform one. We manage to construct a two-source condenser supporting poly-logarithmic min-entropy and running in time $\text{poly}(n, \log \frac{1}{\varepsilon})$. We do this by extending the notion of resilient functions, where high error is unavoidable, to entropy-resilient functions, that output many bits (much more than in previous works) and allow for low error. The two-source condensers we obtain also achieve a very small entropy gap, namely, the min-entropy in the $m$-bits output distribution is as large as $m - o(\log \frac{1}{\varepsilon})$.

**Unbalanced almost-optimal two-source extractors and related constructions.** In Chapter 6, we construct new, almost-optimal two-source extractors in the unbalanced regime (i.e., where the sources are not of the same length). Our extractors extract one bit with constant error from a source of length $n$ with min-entropy $O(\log \log n)$ and an independent source of length $O(\log n)$ with arbitrarily small constant min-entropy rate.

We show that these extractors give rise to almost optimal one-bit strong dispersers, which will be defined later on, with near-optimal seed-length and near-optimal entropy loss. Equivalently, our construction also gives near-optimal binary erasure list-decodable codes. The codes we construct can be list-decoded from $1 - \varepsilon$ fraction of adversarial erasures, with near-optimal list-size of $\text{polylog}(1/\varepsilon)$ and near-optimal rate $O(\varepsilon^{1+\delta})$, where $\delta$ is an arbitrarily small constant. This is the first construction to break the rate $O(\varepsilon^2)$ barrier, solving a longstanding open problem from [Gur04b, GI02, Gur04a]. The constructions of Chapter 6 use a combination of recent pseudorandomness machinery, together with a delicate and novel analysis needed in order to solve dependence and error issues.

As often happens in this area of research, there is a large interplay between various extractors and between extractors and other pseudorandomness objects, and the results in this thesis are of no exception. Before delving into the results, in Chapter 2 we formally present some of the primitives we will use and give some preliminary results.

Chapter 3 follows the results in [BADTS17], Chapter 4 follows [BACD+18], Chapter 5 follows the construction in [BACDTS18] and Chapter 6 is due to [BADTS18].
Chapter 2

A Myriad of Pseudorandom Primitives

In theoretical computer science, we say a fixed object satisfying a desirable property is pseudorandom if it “random-like”, i.e., a random function also has that desirable property with high probability. Alternatively, we say it is pseudorandom if a certain desirable family of tests cannot distinguish its output from that of a truly random object.

Notable examples can be found in extractor theory, which is the focal point of this part of the thesis. In Chapter 1 we talked about seeded extractors and two-source extractors. In this section we give a more formal treatment of randomness extractors, as well as present some additional pseudorandom primitives. We will use all of these primitives (and more) for our results in the following chapters.

2.1 Preliminary Definitions

Throughout, we use the convention that lowercase variables are the logarithm (in base-2) of their corresponding uppercase variables, e.g., \( n = \log N \), \( d = \log D \), \( a = \log A \), \( r = \log R \), \( r' = \log R' \), etc. The density of a set \( B \subseteq [D] \) is \( \rho(B) = \frac{|B|}{D} \). We denote by \([A]\) the set \( \{1, \ldots, A\} \).

We say a function \( f : A \rightarrow B \) is explicit if there exists a deterministic polynomial algorithm that runs in time \( \text{polylog}(|A|) \) and computes \( f \). For a function \( f : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m \) and sets \( A \subseteq \{0,1\}^n \) and \( B \subseteq \{0,1\}^d \) we denote \( f(A,B) = \{f(a,b) : a \in A \land b \in B\} \).

2.1.1 Random variables and min-entropy

Definition 2.1.1. The statistical distance between two random variables \( X \) and \( Y \) on the same finite domain \( \Omega \) is defined as

\[
|X - Y| = \frac{1}{2} \sum_{a \in \Omega} |\Pr[X = a] - \Pr[Y = a]| = \max_{A \subseteq \Omega} (\Pr[X \in A] - \Pr[Y \in A]).
\]

1 Other prominent and perhaps more well-known examples are expander graphs (e.g., with respect to the property of mixing) and error-correcting codes (e.g., with respect to list-decoding capabilities).
If $|X - Y| \leq \varepsilon$ we say $X$ is $\varepsilon$-close to $Y$ and denote it by $X \approx_\varepsilon Y$.

We will denote by $U_n$ the random variable distributed uniformly over $\{0, 1\}^n$. We say a random variable is flat if it is uniform over its support. For a function $f : \Omega_1 \rightarrow \Omega_2$ and a random variable $X$ supported on $\Omega_1$, $f(X)$ is the random variable supported on $\Omega_2$ obtained by choosing $x$ according to $X$ and computing $f(x)$. For every $f : \Omega_1 \rightarrow \Omega_2$ and two random variables $X$ and $Y$ supported on $\Omega_1$, it holds that $|f(X) - f(Y)| \leq |X - Y|$. We will make use of the following lemma.

**Lemma 2.1.2.** Let $X_1, \ldots, X_t, Y_1, \ldots, Y_k$ be random supported on $\{0, 1\}^m$. Further suppose that for any $i \in [t]$, 

$$\left( X_i, \{ X_j \}_{j \neq i}, Y_1, \ldots, Y_k \right) \approx_\varepsilon \left( U_m, \{ X_j \}_{j \neq i}, Y_1, \ldots, Y_k \right).$$

Then, $(X_1, \ldots, X_t, Y_1, \ldots, Y_k) \approx_{t\varepsilon} (U_m, Y_1, \ldots, Y_k)$.

**Definition 2.1.3.** The min-entropy of a random variable $X$ is defined by

$$H_{\infty}(X) = \min_{x \in \text{Supp}(X)} \log \frac{1}{\Pr[X = x]}.$$ 

A random variable $X$ is an $(n, k)$ source if $X$ is supported on $\{0, 1\}^n$ and has min-entropy at least $k$. When $n$ is clear from the context we sometimes omit it and simply say that $X$ is a $k$-source.

Every $k$-source $X$ can be expressed as a convex combination of flat distributions, each with min-entropy at least $k$ (see, e.g., [Vad12, Lemma 6.10]).

**Definition 2.1.4.** Let $X, Y$ be two random variables. The average conditional min-entropy of $X$ given $Y$ is

$$\tilde{H}_{\infty}(X|Y) = -\log \left( \mathbb{E}_{y \sim Y} \left[ 2^{-H_{\infty}(X|Y=y)} \right] \right).$$

We will use the following simple claim about average conditional min-entropy.

**Claim 2.1.5.** For any random variables $X, Y$,

$$\tilde{H}_{\infty}(X|Y) \geq H_{\infty}(X) - \log |\text{Supp}(Y)|.$$ 

**Definition 2.1.6.** For $\varepsilon \geq 0$, the smooth min-entropy $H_\varepsilon(X)$ is the supremum of $H_{\infty}(X')$ over all distributions $X' \approx_\varepsilon X$.

We will use the following easy claim.

**Claim 2.1.7.** If $H_{\infty}^{1/2}(X) \geq k$ then $|\text{Supp}(X)| \geq 2^{k-1}$.

**2.1.2 Somewhere-random sources**

We now define weak source that have an additional structure. Roughly, a somewhere-random source is partitioned into blocks, and at least one block contains the desirable min-entropy. Formally:
Definition 2.1.8. A source \( X = X_1 \circ \ldots \circ X_A \) is an \((n, k, (\alpha, \beta))\) somewhere-random (s.r.) source if there exists a random variable \( I \in \{0, \ldots, A\} \) such that for every \( i \in [A], H_\infty(X_i|I = i) \geq k \) and \( \Pr[I = 0] \leq \beta \). The variable \( I \) is called the indicator of the source. If \( \alpha = \beta = 0 \) we say \( X \) is a \( k \) s.r. source. We say \( X \) is a \((n, k, \zeta)\) s.r. source if \( X \) is \( \zeta \)-close to a \( k \) s.r. source over \( \{0, 1\}^n \).

Claim 2.1.9. Let \( X \) be an \((n, k, (\alpha, \beta))\) s.r. source. Then, \( X \) is a \((n, k, \alpha + \beta)\) s.r. source.

Intuitively, it is often convenient to think of a \( k \) s.r. source \( X = X_1 \circ \ldots \circ X_A \) as if one of the blocks \( X_i \) is having \( k \) min-entropy, and the other blocks are arbitrarily correlated with it. Formally, \( X \) is a \( k \) s.r. source if it is a convex combination of such sources.

### 2.1.3 Limited independence and non-oblivious bit-fixing sources

Definition 2.1.10. A distribution \( X \) over \( \{0, 1\}^n \) is called \((t, \delta)\)-wise independent if the restriction of \( X \) to every \( t \) coordinates is \( \gamma \)-close to \( U_t \). For \( \delta = 0 \) this is simply the notion of a \( t \)-wise independent distribution.

Every \((t, \delta)\)-wise independent is close to some \( t \)-wise independent distribution.

Lemma 2.1.11 ([AGM03]). Let \( X = X_1, \ldots, X_n \) be a distribution over \( \{0, 1\}^n \) that is \((t, \delta)\)-wise independent. Then, \( X \) is \((n^t \delta)\)-close to a \( t \)-wise independent distribution.

Next, we define non-oblivious bit-fixing sources, followed by resilient functions.

Definition 2.1.12. A source \( X \) over \( \{0, 1\}^A \) is called a \((q, t, \delta)\) non-oblivious bit-fixing source if there exists a subset \( Q \subseteq A \) of size at most \( q \) such that the joint distribution of the bits in \( A \setminus Q \) is \((t, \delta)\)-wise independent. The bits in \( Q \) are allowed to arbitrarily depend on the bits in \( A \setminus Q \). If \( \delta = 0 \) we often say that \( X \) is a \((q, t)\) non-oblivious bit-fixing source.

A \( q \)-resilient function \( f : \{0, 1\}^A \rightarrow \{0, 1\} \) can be thought of as an \( A \)-players game. If all players feed uniform and independent inputs to \( f \), the output distribution has small bias, and, furthermore, this property is retained even if any \( q \) players decide to deviate from the rules of the game and choose their inputs as a function of all other inputs to \( f \). Formally:

Definition 2.1.13. Let \( f : \{0, 1\}^A \rightarrow \{0, 1\}, \mathcal{D} \) a distribution over \( \{0, 1\}^A \) and \( Q \subseteq A \). Let \( I_{Q,\mathcal{D}}(f) \) denote the probability that \( f \) is undetermined when the variables outside \( Q \) are sampled from \( \mathcal{D} \). We define \( I_{Q,t,\delta}(f) \) to be the maximum of \( I_{Q,\mathcal{D}}(f) \) over all \( Q \subseteq A \) of size \( q \) and all \( \mathcal{D} \) that is a \((t, \delta)\) independent distribution.

We say that \( f \) is \((t, \delta)\) independent \((q, \varepsilon)\) resilient if \( I_{Q,t,\delta}(f) \leq \varepsilon \). When we say a function is \((q, t, \varepsilon)\) resilient we mean that it is \((t, 0)\) independent \((q, \varepsilon)\) resilient, and if we omit the \( \varepsilon \) we mean that it is \((q, t, \varepsilon)\) resilient for some non-trivial \( \varepsilon \).

Balanced resilient functions can be seen as deterministic one-bit extractors against non-oblivious bit-fixing sources and are also analogous to one-round collective coin flipping protocols [BOL85].

The work of Viola [Vio14] shows that for every \( \alpha > 0 \), the majority function over \( n \) bits is \((t, 0)\) independent \((n^{1/2-\alpha}, O(\log \frac{k}{t} + n^{-\alpha}))\) resilient. Combining this with 2.1.11, we conclude:
Lemma 2.1.14. There exists a constant $c_{\text{maj}}$ such that for every $\alpha > 0$ and a $(q = n^{\frac{1}{2} - \alpha}, t, \delta)$ non-oblivious bit-fixing source $X$ on $n$ bits,

$$\left| \Pr[\text{maj}(X_1, \ldots, X_n) = 1] - \frac{1}{2} \right| \leq c_{\text{maj}} \cdot \left( \frac{\log t}{t} + n^{-\alpha} + \delta n^t \right).$$

Chattopadhyay and Zuckerman [CZ16] derandomized the Ajtai-Linial function [AL93] and constructed a (monotone) resilient function that handles $q = n^{1-\alpha}$ for any constant $\alpha$. Their construction was later improved in [Mek17].

Theorem 2.1.15 ([CZ16, Mek17]). For every $0 < \gamma < 1$ there exists a constant $c_{\gamma} \geq 1$ such that for every integer $n$ there exists an explicit function $f: \{0,1\}^n \rightarrow \{0,1\}$ with the following property. For every $t \geq c_{\gamma} \log^4 n$,

- $f$ is almost balanced: For any $t$-wise independent distribution $\mathcal{D}$ on $\{0,1\}^n$,

$$\Pr_{x \sim \mathcal{D}}[f(x) = 1] = 1/2 \pm n^{-1/c_{\gamma}}, \text{ and},$$

- $f$ is resilient: $I_{q,t,0}(f) \leq c_{\gamma} \cdot \frac{q}{m^{1-\gamma}}$.

2.2 Seeded Extractors

We start with the influential notion of seeded extractors.

Definition 2.2.1 ([NZ96]). A function $\text{Ext}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ is a $(k, \epsilon)$ extractor (supporting min-entropy $k$ and extraction error $\epsilon$) if for every $(n, k)$ source $X$ and for $Y$ that is uniform over $\{0,1\}^d$ and independent of $X$, it holds that $\text{Ext}(X, Y) \approx \epsilon U_m$. We say that $\text{Ext}$ is strong if $(\text{Ext}(X, Y), Y) \approx \epsilon U_m \times Y$. \hfill \Box

A strong extractor outputs a string coming from a distribution which is not only close to uniform, but whose randomness is (almost) independent of the seed $Y$. This property has many applications, one of which is in privacy amplification protocols, in which one party sends $Y$ over a public channel [BBR88].

Non-explicitly, very good strong extractors exist, and their parameters are matched by a corresponding lower bound.

Theorem 2.2.2 ([RTS00]). For all integers $n, k$ and every $\epsilon > 0$ there exists a strong $(k, \epsilon)$ extractor $\text{Ext}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ with $m = k - 2\log(\frac{1}{\epsilon}) - O(1)$ and $d = \log(n-k) + 2\log(\frac{1}{\epsilon}) + O(1)$.

Conversely, if $\text{Ext}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ is a strong $(n, k)$ extractor then $k \geq m + 2\log(\frac{1}{\epsilon}) - O(1)$ and $d \geq \log(n-k) + 2\log(\frac{1}{\epsilon}) - O(1)$.

Explicit constructions of seeded extractor optimal up to constant factors exist.

Theorem 2.2.3 ([GUV09]). There exists a constant $c_{\text{GUV}} > 0$ such that the following holds. For all integers $n, k$ and every $\epsilon > 0$ there exists an explicit strong $(k, \epsilon)$ extractor $\text{Ext}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ having seed length $d = c_{\text{GUV}} \log(n/\epsilon)$ and $m = k/2$ output bits.
If we want to output almost all the entropy, instead of only a constant fraction of it, we can do it explicitly at the cost of a longer seed.

**Theorem 2.2.4 ([GUV09]).** There exists a constant $c_{GUV} > 0$ such that the following holds. For all integers $n, k$ and every $\varepsilon > 0$ such that $k \geq 2\log(1/\varepsilon) + O(1)$, there exists an explicit strong $(k, \varepsilon)$ extractor $\text{Ext} : \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}^m$ having seed-length $d = c_{GUV} \log n \cdot \log \frac{n}{\varepsilon}$ and $m = k - 2\log \frac{1}{\varepsilon} - O(1)$ output bits.

Both extractors run in time which is polynomial in $n$ and $\log(\frac{1}{\varepsilon})$.

### 2.2.1 Seeded extractors and samplers

Seeded extractors are tightly related to the well-known and important problem of **sampling**. Say that we want to estimate the density of some subset inside a large domain. More generally, given oracle access to a function $f : \{0, 1\}^m \to [0, 1]$, say that we want to estimate $\mu(f) = \mathbb{E}[f(U_m)]$ to within an additive error of $\varepsilon$.

It is easy to see that deterministically we must make at least $\Omega(2^m)$ queries to $f$ for a reasonable $\varepsilon$. Using randomness, we can decrease this number drastically. By choosing $x_1, \ldots, x_T \in \{0, 1\}^m$ uniformly at random for $T = O\left(\frac{\log(1/\delta)}{\varepsilon^2}\right)$ and outputting $\frac{1}{T} \sum_{i=1}^{T} f(x_i)$, we are guaranteed by the Chernoff bound that with probability at least $1 - \delta$, the output deviates from $\mu(f)$ by at most $\varepsilon$. Note that $T$ is independent of $m$.

Can we sample efficiently using less randomness? Can we do this using weak sources? Let us concentrate on **density** samplers (i.e., where the function $f$ is the characteristic function of some set) and define things formally.

**Definition 2.2.5.** Let $S : \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}^m$.

- We say $x \in \{0, 1\}^n$ is $\varepsilon$-bad for $B \subseteq \{0, 1\}^m$ if
  $$\left| \Pr_{y \sim U_d}[S(x, y) \in B] - \rho(B) \right| > \varepsilon.$$

- We say $S$ is a $(\delta, \varepsilon)$ sampler if for every $B \subseteq \{0, 1\}^m$ we have that
  $$|\{x \in \{0, 1\}^n : x \text{ is } \varepsilon\text{-bad for } B\}| < \delta N.$$

That is, we can view $S$ as a bipartite graph, and $S$ is a sampler if for each subset $B$ on the right hand side, most vertices on the left hand side estimate $\rho(B)$ well, in the sense that the fraction of neighbors that fall into $B$ is roughly $\rho(B)D$. In that setting of parameters, $n$ is therefore the number of random bits required for sampling.

Now, if we only have a $k$-source at our disposal, and $\delta$ is small enough compared to $k$, we can still use $S$ for sampling. Namely:

**Claim 2.2.6.** Let $S : \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}^m$ be a $(\delta, \varepsilon)$ sampler and let $X$ be an $(n, k)$ source. Then, for every $B \subseteq \{0, 1\}^m$, we have that

$$\Pr_{x \sim X}[\|\Gamma(x) \cap B\| - \rho(B)D] \leq \varepsilon D] \geq 1 - \delta \cdot \frac{N}{K},$$

where $\Gamma(x)$ denotes the neighbors of $x$ in $S$. 
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As promised, seeded extractors and samplers are tightly related, and in fact are equivalent, at least up to some loss in parameters.

**Claim 2.2.7.** Let \( \text{Ext} : \{0,1\}^n \times \{0,1\}^d \to \{0,1\}^m \) be a \((k,\varepsilon)\) extractor. Then, \( \text{Ext} \) is also a \( (\delta = \frac{K}{N},\varepsilon) \) sampler.

**Proof.** Fix \( B \subseteq \{0,1\}^m \) and let \( X \) be the set of \( x \)-s which are \( \varepsilon \)-bad for \( B \). Assume towards a contradiction that \( |X| \geq K \) and identify \( X \) with the flat distribution over its support, so \( H_\infty(X) \geq k \). By the extractor property, \( |\text{Ext}(X,U_d) - U_m| \leq \varepsilon \), so specifically
\[
|\Pr[\text{Ext}(X,U_d) \in B] - \Pr[U_m \in B]| \leq \varepsilon,
\]
and \( \Pr[U_m \in B] = \rho(B) \). As every \( x \in X \) is \( \varepsilon \)-bad for \( B \), \( |\Pr[\text{Ext}(X,U_d) \in B] - \rho(B)| > \varepsilon \), in contradiction. To conclude, note that \( \delta = \rho(X) = \frac{K}{N} \).

**Claim 2.2.8.** Let \( \text{Samp} : \{0,1\}^n \times \{0,1\}^d \to \{0,1\}^m \) be a \((k,2\varepsilon)\) extractor for \( k = n - \log(\frac{1}{\delta}) + \log(\frac{1}{\varepsilon}) \).

**Proof.** Let \( X \) be a flat \( (n,k) \) source (the claim for general weak source follows from convexity). For every test \( T : \{0,1\}^m \to \{0,1\} \), define \( \text{Bad}_T \) as the set of \( x \)-s which are \( \varepsilon \)-bad for \( T \). As \( \text{Samp} \) is a \((\delta,\varepsilon)\) sampler,
\[
\Pr_{x \sim X}[x \in \text{Bad}_T] \leq \frac{\delta N}{K} = \varepsilon.
\]
Now,
\[
\Pr[T(S(X,U_d)) = 1] \leq \Pr[X \in \text{Bad}_T] + \Pr[T(S(X,U_d)) = 1|X \notin \text{Bad}_T].
\]
By the sampler property, for every \( x \notin \text{Bad}_T \) it holds that \( \Pr[T(S(x,U_d)) = 1] \in [\rho(T) - \varepsilon,\rho(T) + \varepsilon] \), so \( \Pr[T(S(X,U_d)) = 1] \leq \rho(T) + 2\varepsilon \). Also,
\[
\Pr[T(S(X,U_d)) = 1] \geq \Pr[T(S(X,U_d)) = 1|X \notin \text{Bad}_T] \Pr[X \notin \text{Bad}_T]
\geq (\rho(T) - \varepsilon)(1 - \varepsilon) \geq \rho(T) - 2\varepsilon.
\]
Overall, \( |\Pr[T(S(X,U_d)) = 1] - \Pr[T(U_m) = 1]| \leq 2\varepsilon \). As this is true for every \( T \), \( |S(X,U_d) - U_m| \leq 2\varepsilon \), and we are finished.

Following Claim 2.2.6 and Claim 2.2.7, we can summarize the sampling property that extractors induce.

**Theorem 2.2.9 (Zuc97).** Let \( \text{Ext} : \{0,1\}^n \times \{0,1\}^d \to \{0,1\}^m \) be a \((k_1,\varepsilon)\) extractor. Identify \( \{0,1\}^d \) with \([D]\) and define \( \text{Samp}(x) = \{\text{Ext}(x,1),\ldots,\text{Ext}(x,D)\} \).

Let \( X \) be an \((n,k_2)\) source. Then, for every \( B \subseteq \{0,1\}^m \), we have that
\[
\Pr_{x \sim X}[\left|\frac{\left|\text{Samp}(x) \cap B\right|}{D} - \rho(B)\right| \leq \varepsilon] \geq 1 - 2^{k_1 - k_2}.
\]

For a more elaborate discussion about samplers, including explicit constructions, refer to [Gol11b]. The viewpoint of extractors (and relaxation of extractors) as samplers will be very helpful in upcoming chapters.
2.3 Dispersers, Condensers and Mergers

In what follows, we will introduce primitives that are all relaxations of seeded extractors.

1. In a disperser, we require the output distribution to cover all but \( \varepsilon \)-fraction of its codomain and do not insist on doing so uniformly.

2. In a condenser, we require the output distribution to be close to having large min-entropy and not necessarily close to having full min-entropy. A good condenser increases the entropy-rate, which is the ratio between the min-entropy and the length, thus making the source more condensed.

3. In a merger, we assume our weak source has an additional structure where roughly speaking, the entropy lies in consecutive bits. That is, our source is partitioned into blocks and the guarantee is that one block has high min-entropy. The goal is to output only one block which is close to having very high min-entropy.

By setting the bar lower, it is possible to obtain explicit constructions for the above primitives that outperform optimal seeded extractors (say, getting a seed-length smaller than \( 2 \log(\frac{1}{\varepsilon}) \), or which is independent of \( n \)). Although those objects were sometimes used as an intermediate step towards constructing seeded extractors, they also found independent applications in theoretical computer science.

2.3.1 Seeded dispersers

We start with the definition of a seeded disperser.

**Definition 2.3.1.** A function \( \Gamma: [N] \times [D] \rightarrow [M] \) is a \((K, K')\) disperser if for every \( A \subseteq [N] \) with \(|A| \geq K\), it holds that \(|\Gamma(A, [D])| > K'\).

If \( K' = (1 - \varepsilon)M \) then for every \((n, k)\) source \( X \), the support of \( \Gamma(X, U_d) \) has cardinality at least \((1 - \varepsilon)M\). This is indeed a weaker than an extractor, which would have required \( \Gamma(X, U_d) \) to be \( \varepsilon \)-close to \( U_m \). In particular, in dispersers, we allow the output distribution to have heavy elements.

One can also take the samplers view of extractors, and compare them to dispersers. In a sampler, we require a large fraction of the vertices on the left hand side to estimate the density of any set on the right hand side to within an additive accuracy. With a disperser, we are only guaranteed that a large fraction of the vertices on the left hand side will hit every large enough set. One can readily see that with extractors we can simulate two-sided error probabilistic algorithms using weak sources, whereas dispersers allow for one-sided error simulation. Indeed, that was one of the early motivations for studying dispersers and later other applications emerged (see, e.g., [CW89, Sip88, Zuc96a, SSZ98, SZ99b, TS02]).

In times where explicit, almost optimal extractors exist, disperser are interesting when they beat optimal extractors, and indeed they can.

**Theorem 2.3.2 ([RTS00]).** For all integers \( n, k \), and every \( \varepsilon > 0 \) there exists a \((K, (1 - \varepsilon)M)\) disperser \( \Gamma: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m \) with \( m = k + d - \log \log(\frac{1}{\varepsilon}) - O(1) \) and \( d = \log(n - k) + \log(\frac{1}{\varepsilon}) + O(1) \).
Conversely, if \( \Gamma: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m \) is a \((K, (1-\varepsilon)M)\) disperser then \( k + d \geq m + \log \log \left( \frac{1}{\varepsilon} \right) - O(1) \) and \( d \geq \log(n-k) + \log \left( \frac{1}{\varepsilon} \right) - O(1) \).

We will talk more about the parameters of optimal dispersers in Chapter 6, where we will also introduce strong dispersers.

It is also interesting to consider the very high error regime, where \( K' \ll M \). This setting of parameters is useful when we are interested in avoiding small sets (and we will).

**Theorem 2.3.3** ([RTS00]). There exists a constant \( c_0 \) such that the following holds. Let \( \Gamma: [N] \times [D] \rightarrow [M] \) be a \((K, K')\) disperser where \( K < N \) and \( K' < M/2 \). Then, \( D \geq c_0 \log \frac{n}{\log M} \).

In what follows, we describe a beautiful construction due to Zuckerman [Zuc07] in the high error regime, achieving a constant degree disperser in a very elegant way.

### 2.3.1.1 A constant-degree disperser from additive combinatorics

**Theorem 2.3.4** ([Zuc07]). There exists a constant \( c_{\text{Disp}} \) such that the following holds. For all constants \( 0 < a, b < 1 \), all integers \( N, K = N^a, M \leq K^{1-b} \) and \( K' < M \) there exists an explicit family of \((K, K')\) dispersers

\[ \Gamma: [N] \times [D] \rightarrow [M] \]

with degree \( D = c_{\text{Disp}} \cdot \log \frac{N}{\log M} = O \left( \frac{n}{\log M} \right) \).

Note that the parameters of Theorem 2.3.4 match the lower bound given in Theorem 2.3.3 up to constant factors.

At the heart of Zuckerman’s construction is the following degree-two disperser.

**Lemma 2.3.5.** For every constant \( \gamma > 0 \) there exists a small constant \( \alpha > 0 \) such that the following holds. Let \( p \) be a prime number, \( q = 2^p \) and set \( N = q^3 \) and \( M = q^2 \). For every \( K \leq M^{1-\gamma} \) there exists an explicit function

\[ \Gamma: [N] \times [2] \rightarrow [M] \]

that is a \((K, K' = K^{2 \frac{\gamma}{4} + \frac{1}{4} \alpha})\) disperser.

As this disperser is both simple and elegant we will give its analysis here.

**Proof.** Let \( V = \mathbb{F}_q^2 \) be the set of points over \( \mathbb{F}_q \) and let \( W = \mathbb{F}_q^2 \) be the set of lines over \( \mathbb{F}_q \). Let \( E \) be all pairs \((p, \ell) \in V \times W\) for which \( p \) and \( \ell \) are incident. Given \( e = (p, \ell) \in E\), set \( \Gamma(e, 1) = p \) and \( \Gamma(e, 2) = \ell \).

The correctness relies on the deep theorem about point-line incidences by Bourgain, Katz and Tao [BKT04].

**Theorem 2.3.6** ([BKT04, BGK06]). Let \( q \) be either a prime number or \( 2^p \) for some prime number \( p \). Let \( P, L \) be sets of points and lines in \( \mathbb{F}_q^2 \) of cardinality at most \( R \leq q^{2-\gamma} \) for some constant \( \gamma > 0 \). Then, there exists a constant \( \alpha = \alpha(\gamma) > 0 \) such that

\[ I(P, L) = O(R^{3/2-\alpha}) \]
where \( I(P, L) \) is the number of incidences, i.e., the number of ordered pairs \((p, \ell)\) for which \(p\) lies on \( \ell \).

Now, let \( A \subseteq [N] \) be a set of cardinality at least \( K \) and assume towards a contradiction that there exists a set \( B \subseteq [M] \) of size at most \( K' \) for which \( \Gamma(A, [2]) \subseteq B \). On the one hand, \( K' \leq M^{1-\gamma} \) so \( I(B, B) \leq c \cdot (K')^{3/2-\alpha} \) for some positive constants \( c \) and \( \alpha = \alpha(\gamma) \) that is guaranteed by Theorem 2.3.6. On the other hand, \( I(B, B) = |A| \geq K \), so overall \( K' \geq c'K^{3/2-\alpha} > K^{3/2+\delta n} \) for some other constant \( c' \) and a large enough \( K \), in contradiction. \( \square \)

Observe that \( \frac{k'}{m} = (1 + \frac{2}{3} \alpha) \frac{k'}{n} > \frac{k}{n} \), as \( \alpha > 0 \). For \( \alpha = 0 \), a more straightforward argument can be used instead of Theorem 2.3.6. However, the fact that \( \frac{k'}{m} > \frac{k}{n} \) will be crucial for us when we talk about condensers, and in fact state that \( \Gamma \) satisfies an even stronger guarantee.

In the next chapter we will use the following property of Zuckerman’s disperser, which readily follows from the construction in [Zuc07].

Claim 2.3.7. Let \( \Gamma: [N] \times [D] \rightarrow [M] \) be the disperser of Theorem 2.3.4. Then, for every \( i \in [D] \) we have that \( \Gamma(U_n, i) = U_m \).

2.3.2 Seeded condensers

The entropy rate of an \((n, k)\) source is \( \frac{k}{n} \) (so the uniform distribution has entropy rate 1). In a condenser, we are interested in increasing the entropy rate, with the help of an auxiliary uniform seed.

Definition 2.3.8. A function \( \text{Cond}: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m \) is a \((k \rightarrow k', \varepsilon)\) condenser, if for every \((n, k)\) source \( X \), \( \text{Cond}(X, U_d) \) is \( \varepsilon \)-close to an \((m, k')\) source. If \( k = \delta n \) and \( k' = \delta' m \) we say \( \text{Cond} \) is a rate \((\delta \rightarrow \delta', \varepsilon)\) condenser. \( \Diamond \)

Condensers are natural stepping stones towards constructing extractors (few examples are [RSW00, LRVW03, TSUZ07, GUV09]), and have also found other independent applications (e.g., [BMRV02, DPW14, CI17]). Later on, we will see how to use condensers for sampling in a certain range of parameters.

The parameters of condensers can outperform optimal extractors. For example, they can be lossless. We say that a condenser is lossless if it preserves the min-entropy in the system, namely if \( k' = k + d \). This is in contrast to an inevitable entropy loss for extractors. Viewing lossless condensers as unbalanced bipartite graphs, they have a very strong expansion property.

Theorem 2.3.9 ([TSUZ07]). \( C: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m \) is a \((k \rightarrow k' = k + d, \varepsilon)\) condenser if and only for every set \( A \subseteq [N] \) of size \( K \), \( |C(A, [D])| \geq (1 - \varepsilon)DK \).

Also, the dependence of the seed-length on \( \varepsilon \) can be better than \( 2\log(\frac{1}{\varepsilon}) \) and in fact such explicit constructions exist. The following beautiful result, based on list-decoding of Parvaresh-Vardy codes, was given by Guruswami, Umans and Vadhan.

Theorem 2.3.10 ([GUV09]). For every constant \( 0 < \alpha < 1 \), all integers \( n, k \) and every \( \varepsilon > 0 \) there exists an explicit \((k \rightarrow k + d, \varepsilon)\) condenser \( \text{Cond}: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m \) with \( d = (1 + 1/\alpha)(\log n + \log k + \log(1/\varepsilon)) + O(1) \) and \( m \leq 2d + (1 + \alpha)k \).

\(^2\)In a certain range of parameters, the constant \( \alpha \) was successfully brought up to \( \frac{1}{6} \), which is an upper bound [Gro14].
2.3.3 Somewhere-random condensers

For seeded condensers we needed an independent uniform random string, and we were
guaranteed that with high probability the output distribution had high min-entropy. In
a somewhere-random condenser, the guarantee is weaker: Only some output block is guar-
anteed to have high min-entropy. A somewhere-random condenser can be seeded or seedless.

Definition 2.3.11. A function $\text{SRC} : [N] \times [D] \times [A] \to [M]$ is a $(k \to k', \zeta)$ s.r. condenser
if for every $(n, k)$ source $X$ it holds that

$$\text{SRC}(X, U_d) = \text{SRC}(X, U_d, 1) \circ \ldots \circ \text{SRC}(X, U_d, A)$$

is an $(m, k', \zeta)$ s.r. source. $D$ is the degree of the s.r. condenser, and $A$ is its number of
blocks. If $D = 1$ (i.e., $d = 0$) we say $\text{SRC}$ is seedless. A condenser is a s.r. condenser with
just one block. ♦

A s.r. condenser implies a disperser with a large error (that is, in the regime where
$K' \ll M$). Concretely,

Lemma 2.3.12. Suppose $\text{SRC} : [N] \times [D] \times [A] \to [M]$ is a $(k \to k', \zeta = 1/2)$ s.r. condenser.
Define $\Gamma : [N] \times [D \cdot A] \to [M]$ by $\Gamma(x; (y, a)) = \text{SRC}(x, y, a)$. Then, $\Gamma$ is a $(K, K'/2)$ disperser.

Proof. Let $B \subseteq [N]$ be an arbitrary set such that $|B| \geq K = 2^k$. Then,

$$\text{SRC}(B, U_d) = \text{SRC}(B, U_d, 1) \circ \ldots \circ \text{SRC}(B, U_d, A)$$

is $\zeta = 1/2$-close to a $k'$ s.r. source, with some indicator random variable $I$. Pick any index
$i \neq 0$ in the support of $I$. Then, conditioned on $I = i$, we have that $\text{SRC}(B, U_d, i)$ is 1/2-close
to a $k'$-source. Thus, by Claim 2.1.7, conditioned on $I = i$, $\text{SRC}(B, U_d, i)$ covers at least $2^{k'-1}$ vertices from $[M]$. But then, even without the conditioning, $\text{SRC}(B, U_d, i)$ covers at least
$2^{k'-1} = K'/2$ vertices from $[M]$. □

Recalling Zuckerman’s degree-two disperser from Theorem 2.3.4, a more careful analysis
in fact shows the same function is a seedless s.r. condenser.

Theorem 2.3.13 ([Zuc07]). For every constant $\gamma < 0$ there exists a small constant $\alpha > 0$
such that the following holds. Let $p$ be a prime number, $q = 2^p$ and set $N = q^2$ and $M = q^3$.
For every $k \leq (1 - \gamma)m$ there exists an explicit function

$$\text{SRC} : [N] \times [1] \times [A = 2] \to [M]$$

that is a rate $(\delta \to (1 + \alpha^{\gamma})\delta, N^{-\Omega(1)})$ s.r. seedless condenser with two blocks, where $\delta = \frac{k}{n}$.

We note that a preceding construction of a seedless s.r. condenser outputting a constant
number of block, also using additive combinatorics, was given by Barak et al. [BKS+10].

In Chapter 3 we will construct a new, seeded, s.r. condenser.
2.3.4 Mergers

In a merger, we assume our weak source of randomness has the special structure of a s.r. source. That is, we take as input a list of possibly correlated random variables along with a short uniform seed and output one random variable which is close to having high min-entropy, provided at least one of the input variables has high min-entropy.

**Definition 2.3.14.** A function $\text{Merg} : ((0,1)^n)^L \times \{0,1\}^d \to \{0,1\}^m$ is a $(k, k', \varepsilon)$ merger, if for every $(n, k)$ s.r. source $X = X_1 \circ \ldots \circ X_L$, the output $\text{Merg}(X, U_d)$ is $\varepsilon$-close to a $k'$-source.

Mergers were first introduced by Ta-Shma [TS96] and similar to condensers, they were used for constructing extractors. A notable merger is the curve merger, given by Dvir and Wigderson [DW11] and is computed as follows. Let $q$ be a prime power. We are given a s.r. source $X = (X_1; : : : ; X_L)$ and an independent uniform seed $Y$. Identify $y \sim Y$ with an element of $\mathbb{F}_q$ and each $x_i \sim X_i$ with an element of $\mathbb{F}_q^n$. The merger computes the canonical curve that passes through $x_1; : : : ; x_L$ and outputs the $y$-th point on that curve.

In their analysis, Dvir and Wigderson used the polynomial method, which is widely applied in list-decoding algorithms as well as in the analysis of the [GUV09] condenser. The analysis was later improved by Dvir et al. [DKSS13] using the method of multiplicities, giving the following result.

**Theorem 2.3.15 ([DKSS13]).** There exists a constant $c_{\text{DKSS}} \geq 1$ such that the following holds. Fix $\beta, \delta, \varepsilon > 0$. There exists an explicit function $\text{Merg} : ((0,1)^n)^L \times \{0,1\}^d \to \{0,1\}^n$ that is a $(k = \delta n, k' = (1 - \beta)\delta n, \varepsilon)$ merger, with $d = c_{\text{DKSS}} \cdot \frac{1}{\beta} \log \frac{k}{\varepsilon}$.

Notice that $d$ only depends on the number of blocks $L$ and the desired error $\varepsilon$, but not on the block length $n$, and this remarkable property will turn crucial for us.

2.4 Non-Malleable Extractors

Non-malleable extractors, first studied by Dodis and Wichs [DW09], strengthen the notion of strong extractors. In a strong extractor, the output of the extractor is guaranteed to be uniform even conditioned on the seed. In a non-malleable extractor, the output of the extractor is guaranteed to be uniform conditioned on the seed and moreover on the output of the extractor applied with several adversarially-tampered seeds.

**Definition 2.4.1.** A function $\text{nmExt} : \{0,1\}^n \times \{0,1\}^d \to \{0,1\}^m$ is a $(k, \varepsilon)$ $t$-non-malleable extractor if for every $(n, k)$ source $X$ and all functions $f_1, \ldots, f_t : \{0,1\}^d \to \{0,1\}^d$ with no fixed-points\(^3\) it holds that:

$$(\text{nmExt}(X, Y), \text{nmExt}(X, f_1(Y)), \ldots, \text{nmExt}(X, f_t(Y)), Y) \approx_{\varepsilon} (U_m, \text{nmExt}(X, f_1(Y)), \ldots, \text{nmExt}(X, f_t(Y)), Y),$$

where $Y$ is the uniform distribution over $\{0,1\}^d$, independent of $X$.

\(^3\)That is, for every $i$ and every $x$, we have $f_i(x) \neq x$. 
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The initial motivation for non-malleable extractors was handling active adversaries in privacy amplification protocols (see, e.g., [DW09, DLWZ14]). Since then, non-malleable extractors proved to be extremely useful for constructing multiple source extractors [Li12b, Li13b, CZ16] and in fact, all constructions of two-source extractors for low min-entropy use non-malleable extractors as a main ingredient. We will talk about this intimate connection in the following chapters.

A $t$-non-malleable extractor can be used to generate a distribution which is almost $t$-wise independent in most of its coordinates. This observation, given in [CZ16], will be useful to us.

**Lemma 2.4.2 ([CZ16]).** Let $\text{nmExt}: \{0,1\}^n \times [D] \to \{0,1\}$ be a $(k, \varepsilon)$ $t$-non-malleable extractor. Let $X$ be any $(n,k)$ source. Let $\mathbf{Bad}$ be the set defined by

$$\mathbf{Bad} = \{ r \in [D] | \exists \text{ distinct } r_1, \ldots, r_t \in [D], \forall i \in [t] \quad r_i \neq r, \quad |(\text{nmExt}(X, r), \text{nmExt}(X, r_1), \ldots, \text{nmExt}(X, r_t)) - (U_1, \text{nmExt}(X, r_1), \ldots, \text{nmExt}(X, r_t))| > \sqrt{\varepsilon} \}. \tag{2.3}$$

Then, $p(\mathbf{Bad}) \leq \sqrt{\varepsilon}$. In particular, $R = [D] \setminus \mathbf{Bad}$ is large, $|R| \geq (1 - \sqrt{\varepsilon})D$ and for any $r_1, \ldots, r_t \in R$,

$$\text{nmExt}(X, r_1), \ldots, \text{nmExt}(X, r_t) \approx_{t \sqrt{\varepsilon}} U_t. \tag{2.4}$$

We remark that the property in Equation (2.3) is stronger than the one in Equation (2.4). The second one says rows in $R$ are almost $t$-wise independent. The first one says every row in $R$ is independent from any other rows – good or bad.

A successful line of work was devoted to constructing explicit non-malleable extractors [DLWZ14, CRS14, Li12a, Li12b, Li15a, CGL16, Coh16c, Coh16d, CL16, Coh16b, Coh17, Li17, Li18]. The current best explicit construction is given by Li [Li18].

**Theorem 2.4.5 ([Li18, Coh16c]).** There exists a constant $c_{nm} \geq 2$ such that for all integers $n, k, t$ and every $\varepsilon > 0$ such that $n \geq k \geq c_{nm} t^2 (\log n + \log \frac{1}{\varepsilon} \cdot \log \log \frac{1}{\varepsilon})$, there exists an explicit $(k, \varepsilon)$ $t$-non-malleable extractor

$$\text{nmExt}: \{0,1\}^n \times \{0,1\}^d \to \{0,1\}^m$$

with $m = \frac{k}{3t}$ output bits and seed-length $d = c_{nm} t^2 (\log n + \log \frac{1}{\varepsilon} \cdot \log \log \frac{1}{\varepsilon})$. The extractor is computable in time $\text{poly}(n, \log(1/\varepsilon))$.

### 2.5 Two-Source Extractors and Ramsey Graphs

In this section we complement the discussion about two-source extractors in the introduction with formal definitions and then discuss the weaker notion of Ramsey graphs.

#### 2.5.1 Two-source extractors

**Definition 2.5.1.** A function $2\text{Ext}: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \to \{0,1\}$ is an $(n_1, k_1, n_2, k_2, \varepsilon)$ two-source extractor if for any two independent sources $X$ and $Y$, where $X$ is an $(n_1, k_1)$ source and $Y$ is an $(n_2, k_2)$ source, the output distribution $2\text{Ext}(X, Y)$ is $\varepsilon$-close to uniform. When $k_1 = k_2 = k$ we say the extractor is a two-source extractor for min-entropy $k$.  

\[\Diamond\]
The existence of a two-source extractor for any min-entropy $k = \Omega(\log(n/\varepsilon))$ with $m = 2k - O(\log(1/\varepsilon))$ output bits was proved in [CG88]. In the same paper, an explicit construction of a two-source extractor for min-entropy $k > n/2$ was obtained. Remarkably, despite much attention [Bou05, Raz05, BSRZ15] and progress on relaxed settings [BKS+10, Rao09a, Li13b, Li13a, Li15b, Coh16a], the problem of constructing two-source extractors even for min-entropy as high as $k = 0.49n$ with $m = 1$ output bits remained open for 30 years until the celebrated result of Chattopadhyay and Zuckerman [CZ16] supporting $k = \text{polylog}(n)$ (see also [Li16, Mek17]). In Chapter 3 we will overview the [CZ16] result and discuss our improved construction.

### 2.5.2 Ramsey graphs and two-source dispersers

Ramsey theory studies inevitable order that appears in large structures. It was initiated by Ramsey [Ram30], who showed that any graph over $N = 2^n$ vertices must contain a clique or an independent set of size $n/2$. A graph over $N$ vertices is called $K$-Ramsey if it contains neither a clique nor an independent set of size $K$.

Inaugurating the probabilistic method, Erdős [Erd47] showed that there are $2n$-Ramsey graphs. He raised the challenge of giving an explicit description of such a graph and offered a bounty of $100 for an explicit construction of an $O(n)$-Ramsey graphs. A related challenge is that of constructing a $K$-Ramsey bipartite graph, i.e., a bipartite graph with no bipartite clique or bipartite independent set of size $K$. Any explicit bipartite Ramsey graph can be translated into an explicit (non-bipartite) Ramsey graph with about the same parameters (see [Sha11]).

From a computer science point of view, bipartite Ramsey graphs are equivalent to two-source dispersers outputting one bit.

**Definition 2.5.2.** A function $2\text{Disp} : [N] \times [N] \rightarrow \{0, 1\}$ is a (zero-error) two-source $K$ disperser if for every two sets $A, B \subseteq [N]$ of cardinality at least $K$, $\text{Disp}(A, B) = \{0, 1\}$. ⬤

Such a disperser gives rise to a $K$-Ramsey bipartite graph with $N$ vertices on each side. To appreciate the difficulty of constructing two-source extractors, note that:

**Claim 2.5.3.** Every two-source extractor for min-entropy $k$ with any non-trivial error readily implies a two-source $K$ disperser, and thus also a bipartite $K$-Ramsey graph.

Erdős’s yet unmatched challenge initiated a line of beautiful constructions of Ramsey graphs [Abb72, Nag75, Fra77, Chu81, FW81, Alo98, Gro01]. The study of pseudorandomness gave a new perspective on the problem and led to exciting new constructions [Nao92, Bar06, BKS+10, BRSW12, Coh16e]. Cohen’s construction [Coh16e] works for $K = 2^{\text{polyloglog}N}$, or alternatively $k = \text{polylog}(n)$, matching the two-source extractor construction of [CZ16] that came shortly after. In fact, all Ramsey graphs following [Coh16e] construction are also two-source extractors.
Chapter 3

Constructing Two-Source Extractors – an Entropy-Efficient Reduction to Non-Malleable Extractors

The breakthrough result of Chattopadhyay and Zuckerman [CZ16] gives a reduction from the construction of explicit two-source extractors to the construction of explicit non-malleable extractors. However, even assuming the existence of optimal explicit non-malleable extractors only gives a two-source extractor (or a Ramsey graph) for $\text{polylog}(n)$ entropy, rather than the optimal $O(\log n)$.

In this chapter, we first briefly give an overview of the [CZ16] reduction and then modify it to solve the above barrier. Using the currently best explicit non-malleable extractors [Li18] we get an explicit two-source extractor for $n$-bit sources having $k = (\log n)^{1+o(1)}$ min-entropy, which as we saw readily implies $K$-Ramsey bipartite graphs over $N$ vertices on each side where $\log K = (\log \log N)^{1+o(1)}$. Any further improvement in the construction of non-malleable extractors would immediately yield a corresponding improved two-source extractor.

Intuitively, Chattopadhyay and Zuckerman use an extractor as a sampler, and we observe that one could use a weaker object – a somewhere-random condenser with a small entropy gap and a very short seed. We also show how to explicitly construct this weaker object using the error reduction technique of Raz, Reingold and Vadhan [RRV99], and the constant-degree dispersers of Zuckerman [Zuc07] that also work against extremely small tests.

3.1 Introduction

Recall that a graph $G$ is a $K$-Ramsey bipartite graph if it contains neither bipartite cliques nor bipartite independent sets of size $K$. In Section 2.5 we also introduced the stronger notion of a two-source extractor and the holy-grail is constructing explicit two-source extractors for entropies $k = O(\log n)$, even with any non-trivial error guarantee. This would give $K$-Ramsey graphs for $K = \text{poly}(n)$. The main result in this chapter is a construction that gets very close to optimal.
Theorem 3.1.1. For every large enough \( n \), there exists an explicit, constant-error, two-source extractor \( 2\text{Ext} : \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\} \) supporting min-entropy \( k = (\log n)^{1+o(1)} \).

The \([\text{CZ16}]\) two-source extractor construction is by a reduction. They show a reduction from the existence of explicit two-source extractors to the the construction of explicit non-malleable extractors. However, as noted by Cohen and Schulman \([\text{CS16}]\) (and as we shall soon see), this reduction is not optimal in the sense that even if the explicit non-malleable extractor is optimal and has seed-length \( O(\log n) \), the resulting two-source extractor is not optimal and requires both sources to have \( \text{polylog}(n) \) entropy rather than the optimal \( O(\log n) \).

The reduction in this chapter solves this bottleneck. Specifically, we show that if one manages to construct non-malleable extractors with seed-length \( f(n, \varepsilon) \) and entropy requirement \( O(f(n, \varepsilon)) \) then, essentially, this implies a constant-error two-source extractor with an entropy requirement of \( O(f(n, \frac{1}{\text{poly}(n)})) \). This, in particular, means that if one manages to construct optimal non-malleable extractors with \( f(n, \varepsilon) = O(\log n) \) then this implies a two-source extractor with entropy requirement \( O(\log n) \).

Indeed, following our work, Cohen \([\text{Coh16b}]\) and Li \([\text{Li17, Li18}]\) constructed better explicit non-malleable extractors with the current best construction \([\text{Li18}]\) having

\[
f(n, \varepsilon) = O \left( \log n + \frac{\log \log(1/\varepsilon)}{\log \log \log(1/\varepsilon)} \log \frac{1}{\varepsilon} \right).
\]

With these non-malleable extractors constructions, Cohen and Li invoked the reduction presented in this chapter and concluded a corresponding two-sources extractor. The two-source extractor one gets using Li’s explicit non-malleable support

\[
k = O \left( \log n \frac{\log \log n}{\log \log \log \log n} \right)
\]

min-entropy. We stress, however, that the reduction presented here keeps working even if, or perhaps when, optimal non-malleable extractors would be obtained. Thus, the main contribution is the entropy-efficient reduction, translating any good non-malleable extractor to a corresponding two-source extractor without paying the \( \text{polylog}(n) \) penalty imposed by the \([\text{CZ16}]\) construction.

3.1.1 The \([\text{CZ16}]\) construction and its bottleneck

Let us briefly overview the \([\text{CZ16}]\) construction. We are given \( x_1, x_2 \in [N] \) sampled from two independent distributions \( X_1 \) and \( X_2 \), with min-entropies \( k_1 \) and \( k_2 \), respectively. We take a \((k_1, \varepsilon_1)\) \( t \)-non-malleable extractor \( \text{nmExt} : [N] \times [D] \rightarrow \{0, 1\} \) and write a \( D \times 1 \) table \( \text{NM} \), where the rows are indexed by seeds \( y \in [D] \), and in row \( y \) we write \( \text{NM}[y] = \text{nmExt}(x_1, y) \). By the properties of non-malleable extractors there exists a large subset of the rows such that when we consider the distribution induced by these rows for a random \( x_1 \sim X_1 \), it is close to being \( t \)-wise independent (see Lemma 2.4.2). We deem every row in this subset “good” while the rest are “bad”.

\(^1\)We rely on a reduction of Cohen \([\text{Coh16c}]\), allowing to transform a non-malleable extractor to a \( t \)-non-malleable extractor, and for a constant \( t \) we only pay in constant factors.
At this stage we would have liked to output $f(\text{NM}[1], \ldots, \text{NM}[D])$, for some resilient function $f$ that is willing to accept a few bad players, and good players that are only close to being $t$-wise independent. Of course, since no one-source extractor exists – there is no such function $f$. Nevertheless, Chattopadhyay and Zuckerman explore why this approach fails. Since we are trying to do the impossible (or, rather, understand why the impossible is not possible), in our examination we shall assume the underlying extractor $\text{nmExt}$ has optimal parameters.

Take a $t$-non-malleable extractor $\text{nmExt} : [N] \times [D] \to \{0, 1\}$ for $t = \text{polylog}(n)$ and error $\varepsilon_1$. We get a table $\text{NM}[y] = \text{nmExt}(x_1, y)$ with $D$ rows where any $t$ good rows are $O(t\gamma)$-close to uniform for some $\gamma \geq \varepsilon_1$. Also, the number of bad rows is $\beta D$ for some $\beta \geq \varepsilon_1$. We may choose any $\beta$ and $\gamma$ such that $\beta \gamma = \varepsilon_1$ and in particular we may take $\beta = \gamma = \sqrt{\varepsilon_1}$. If we take a non-malleable extractor with seed-length dependence $d = O(\log \frac{n}{\varepsilon_1})$ and $\varepsilon_1 \leq \frac{1}{n}$, then $D = \text{poly}(\frac{1}{\varepsilon_1})$ and $q = \beta D = \sqrt{\varepsilon_1} D \leq D^{1 - \alpha}$ for some constant $\alpha > 0$. To summarize, we get a table with $D$ rows, at most $q = D^{1 - \alpha}$ bad players for some $\alpha > 0$, and every $t$ good players are $t\sqrt{\varepsilon_1}$-close to uniform.

Recall that a function $f$ is $(q, t)$ resilient if it is resilient even when there are $q$ bad players and the good players are only $t$-wise independent. Non-explicitly it is known that there are such functions for $q = D^{1 - \alpha}$ bad players out of the $D$ players and $t = \text{polylog}(n)$. In fact, a large part of the [CZ16] paper is devoted to explicitly constructing such a function.

The two preceding paragraphs together imply that the table $\text{NM}$ is close to a game with $D$ players, where the good players are $t$-wise independent and the number of bad players $q$ is at most $D^{1 - \alpha}$, and $f$ is a function resilient to such a situation. Hence, it seems, $f(\text{NM}[1], \ldots, \text{NM}[D])$ is close to uniform yielding an impossible one-source extractor.

Yet, there are no one-source extractors, and this is because there is a gap between what we proved about the table $\text{NM}$, and what we require from the $(q, t)$ resilient function $f$. Specifically, we proved every $t$ good rows are $t\sqrt{\varepsilon_1}$-close to uniform, but the function $f$ assumes the good rows are perfectly $t$-wise independent. It is true that any distribution over $D$ bits such that every $t$ rows are $\zeta$-close to uniform is $D'\zeta$-close to a $t$-wise independent distribution ([AGM03], see Lemma 2.1.11) but in our case $D'\zeta \gg 1$ because $D \geq \frac{1}{\varepsilon_1} \geq \frac{1}{\varepsilon_2}$. Thus, the impossible does not happen and the one-source construction fails.

Chattopadhyay and Zuckerman use the other source to bypass the above problem. They use $X_2$ to sample rows from the table $\text{NM}$, i.e., they take a $(k_2, \varepsilon_2)$ extractor $\text{Ext} : [N] \times [R] \to [D]$ and output

$$2\text{Ext}(x_1, x_2) = f(\text{NM}[\text{Ext}(x_2, 1)], \ldots, \text{NM}[\text{Ext}(x_2, R)])$$

$$= f(\text{nmExt}(x_1, \text{Ext}(x_2, 1)), \ldots, \text{nmExt}(x_1, \text{Ext}(x_2, R))).$$

In other words, $x_2$ samples $R$ rows from the table $\text{NM}$, and these samples are fed into the resilient function. We will soon see how the sample helps solving the problem we had before.

Since extractors are good samplers, if $k_1$ is large enough, almost all $x_2$-s sample well. Namely, the fraction of the bad players in the $R$ sampled rows is about $\sqrt{\varepsilon_1} + \varepsilon_2$ and each $t$ good players are $t\sqrt{\varepsilon_1}$-close to uniform. We take $\varepsilon_1 \ll \varepsilon_2$, so we can just think of $\sqrt{\varepsilon_1} + \varepsilon_2$ as $\varepsilon_2$ fraction of bad rows. If we take a small enough $\varepsilon_2$ and an extractor with seed-length $O(\log \frac{n}{\varepsilon_2})$ we again get that, with high probability, the sample contains at most $R^{1 - \alpha}$ bad players out of the $R$ players. Also, as before, every $t$ good players are $t\sqrt{\varepsilon_1}$-close to uniform.
Therefore, again, we may conclude that the good rows in $R$ are $(R^t \cdot t^{1/\varepsilon_1})$-close to being truly $t$-wise independent. Now, however, we may choose $\varepsilon_1$ smaller than $R^t$ so then $R^t \cdot t^{1/\varepsilon_1} < 1$ and the argument goes through.

In a nutshell, with one source $D$ is a function of $\varepsilon_1$ and $D^t \varepsilon_1$ is necessarily larger than 1; with two sources $\varepsilon_1$ may be chosen way smaller than $R^t$ and the argument works!

As beautiful as it is, the argument has its own limitations. We first argue that the number of bad rows in the sampled table is at least $\sqrt{R}$ (out of the $R$ rows in the table). To see this recall that samplers are (almost) equivalent to extractors (see Section 2.2.1), and an extractor with error $\varepsilon_2$ has seed length $d_2 \geq 2\log(1/\varepsilon_2)$. Thus, the number of rows $R$ is at least $\varepsilon_2^2$ and the number of bad rows is at least $\varepsilon_2 R \geq \sqrt{R}$. All the currently known $(q, t)$ resilient functions that handle $q \geq \sqrt{R}$ bad players require $t$ which is poly-logarithmic in $R$. The required entropy from $X_1$ is at least the entropy required by the $t$-non-malleable extractor $\text{nmExt}$ to output one bit, which is clearly at least $t$. Altogether, this implies that the [CZ16] construction requires $k_1 = k_2 = \text{polylog}(n)$, and this is true even if the non-malleable extractor has optimal seed-length $O(\log \frac{n}{\varepsilon_1})$.

We note that ideas of converting a weak source into a table (or, a somewhere-random source) were already applied in Rao’s work [Rao09a] and techniques for obtaining non-oblivious bit-fixing sources (i.e., $t$-wise independence in a large fraction of the rows) were developed, using alternating extraction protocols, in Li’s works [Li13a, Li15b].

### 3.1.2 An overview of our construction

Cohen and Schulman [CS16] note that all previous explicit multi-source extractors (or dispersers) work with entropy at least $\log^2 n$. They were able to construct a multi-source extractor requiring only $(\log n)^{1+o(1)}$ entropy using a new primitive called independence-preserving merger. In a subsequent paper, Cohen [Coh16b] constructs a five-source extractor for entropy $(\log n)^{1+o(1)}$.\(^2\) The new ingredient that allows this lower entropy requirement is that the resilient function that is used is the Majority function, and Viola [Vio14] showed the majority function is $(q = D^{1/2}, t = O(1))$-resilient, i.e., it suffices that the good players are $t$-wise independent for some constant $t$! However, to be able to use the Majority function the number $q$ of bad players has to be below square root the total number of players, and, informally speaking, Cohen uses the other four sources to guarantee that the number of bad rows is at most $R^{0.4}$.

The starting point of the current work is the observation that condensers with a small entropy gap (that we soon define) are good samplers and their dependence on $\varepsilon$ can get as small as $1 \cdot \log(\frac{1}{\varepsilon})$. Let us recall the definition of a condenser and define its entropy gap.

**Definition 3.1.2.** A function $\text{Cond} \colon \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}^m$ is a $(k \to k', \varepsilon)$ condenser, if for every $(n, k)$ source $X$, $\text{Cond}(X, U_d)$ is $\varepsilon$-close to an $(m, k')$ source. The entropy loss of the condenser is $k + d - k'$ and the entropy gap is $m - k'$.

Dodis et al. [DPW14] observe that even for entropy gap as small as 1, non-explicit constructions achieve entropy loss which is only $\log \log(\frac{1}{\varepsilon}) + O(1)$ compared to an entropy gap

\(^2\)In fact, four sources suffice for the construction, because the fourth source is redundant as the advice correlation breaker works also with a weak dense seed.
loss of $2 \log(\frac{1}{\varepsilon})$ when there is no entropy gap. Furthermore, [DPW14] show that condensers with small entropy gap are still good samplers when the test set is small (see Lemma 3.3.4). Dodis et al. use this property for key derivation without entropy waste. They also show that in non-explicit constructions the seed-length dependence on the error is $1 \cdot \log(\frac{1}{\varepsilon})$ rather than the $2 \cdot \log(\frac{1}{\varepsilon})$ in extractors.

As condensers with a small entropy gap are good samplers against small tests, it is not difficult to see that one can replace the extractor in [CZ16] with such a condenser, and everything stays (almost) the same. Now assume there is an explicit construction of a small entropy gap condenser that has optimal dependence of the seed-length $d$ on the error $\varepsilon$. Then, we may take $d < 2 \log(\frac{1}{\varepsilon})$ and use the Majority function, which implies we can work with a constant $t$ rather than a poly-logarithmic $t$. Assuming we also have an explicit $t$-non-malleable extractor with optimal seed-length $O(\log \frac{1}{\varepsilon})$ we get a two-source extractor requiring entropy $O(\log n)$, as desired.

We see this observation as the main conceptual idea of the chapter, namely, that one can replace the sampler in the [CZ16] construction with a sampler against small tests, and by doing so, at least theoretically, one may reduce the independence requirement to a constant $t$, and the entropy requirement to the optimal $O(\log n)$. Incidentally, this framework also simplifies the proof, as the bulk of the work in [CZ16] is devoted to explicitly constructing an explicit $(q, t)$ resilient function, which can now be replaced by the Majority function.

Unfortunately, we are not aware of an explicit construction of condensers achieving a small entropy gap and seed-length less than $2 \log(\frac{1}{\varepsilon})$. We remark that while the seed-length of the condenser of [GUV09] approaches $\log(\frac{1}{\varepsilon})$, its entropy gap is big.

The main technical primitive of the chapter is an explicit construction of a somewhere-random condenser with a short seed and a small entropy gap, and showing such an object also suffices for the reduction. Together with the pretty good explicit non-malleable extractor constructions we currently have, this gives an explicit two-source extractor with nearly logarithmic entropy requirement.

Recall that a somewhere-random condenser is a weaker object than a condenser. The output of a somewhere random condenser is divided into blocks, and, roughly speaking, the guarantee is that one of these output blocks is close to having high min-entropy. A condenser is a somewhere-random condenser with just one block (for the exact definitions, refer to Section 2.3.3).

We construct a somewhere-random condenser with a constant number of blocks, very small entropy gap, and seed-length $(1 + \alpha) \log(\frac{1}{\varepsilon})$, for any constant $\alpha < 1$. The idea is to start with an extractor that has the wrong dependence on the error, and decrease its error to the desired value $\varepsilon$ in an efficient way that gives dependence smaller than $2 \log(\frac{1}{\varepsilon})$. We use the error reduction scheme suggested by Raz et al. [RRV99] that works by sampling (with a sampler) a constant number of seeds and outputting all the corresponding outputs of the initial extractor. They show the obtained output is a somewhere-random source with a small entropy gap and a very low error.

The sampler used in [RRV99] is obtained by taking a random walk (of constant length) over an expander. The analysis shows that such a reduction has dependence at least $2 \log(\frac{1}{\varepsilon})$ on the error. Instead, we observe that what is needed in the reduction is a disperser against very small tests (i.e., the image of any large enough set is not contained in any small set). The fact that we only need to handle small tests is again crucial, as we saw Zuckerman [Zuc07]
already constructed such dispersers having a constant degree! Usually, the degree has to be logarithmic, but for the special parameters that we need that reflect the fact we only need to handle very small tests, the degree may be constant. Using these dispersers in the error reduction scheme, we get the desired somewhere random condensers. As a by-product, we obtain a slight simplification and a generalization of the [RRV99] error reduction scheme, which we point out in Theorem 3.2.5.

Armed with that we go back to the [CZ16] construction and replace the extractor Ext with a somewhere-random condenser. As we use a somewhere-random condenser rather than a condenser, when $x_2$ samples the rows of $NM$, we get an $R \times A$ table (rather than the $R \times 1$ table we had previously) where $A$ is the constant number of blocks of our somewhere-random condenser. Let us say a row is good if one of its $A$ blocks is good. The property of the table is that the number of bad rows is at most $R^{0.4}$, and the good rows are, informally speaking, $t$-wise somewhere random. Here we apply another trick from [Coh16b]: We take the parity of each row and apply the resilient function on it. The result is an almost balanced bit and we are done.

3.2 Low-Error S.R. Condensers with a Short Seed and a Small Entropy Gap

In this section we construct s.r. condensers with $\varepsilon$ error that have seed-length $(1 + \alpha) \cdot \log(1/\varepsilon)$ and entropy gap $O(\log 1/\varepsilon)$.

**Theorem 3.2.1.** For every constant $0 < \alpha < 1$ there exists a constant $A$ such that for every integer $n$, $0 < \varepsilon \leq (1/\alpha)^{c_{GUV}}$ and every integer $m \leq n - \log(1/\varepsilon)$ there exists an explicit function

$$\text{SRC}: [N] \times [R] \times [A] \rightarrow [M]$$

that is a $(k = 2m + \log(1/\varepsilon) \rightarrow m - 2\log(1/\varepsilon) - O(a), \varepsilon)$ s.r. condenser with $r' = (1 + \alpha) \log(1/\varepsilon)$.

Notice that the s.r. condenser achieves the small error $\varepsilon$ using only a constant number of blocks, a small entropy gap (i.e., the min-entropy in the s.r. source is close to the block length) and seed-length close to $\log(1/\varepsilon)$.

**Proof.** Fix $\alpha > 0$.

**Construction:** The first ingredient is an extractor $\text{Ext}: [N] \times [R] \rightarrow [M]$ that has error $\varepsilon_0$ that is too high for us, $\varepsilon_0 = \varepsilon^{1/c}$, but seed-length that is still within our budget, say, $\frac{\alpha}{2} \log(1/\varepsilon)$. Our goal is to reduce the error to $\varepsilon = \varepsilon_0^\alpha$. Specifically, set $\varepsilon_0 = \varepsilon^{c_{GUV}}$ and notice that $\varepsilon_0 \leq \frac{1}{\alpha}$. By Theorem 2.2.3, there exists

$$\text{Ext}: [N] \times [R] \rightarrow [M]$$

that is an explicit strong $(2m, \varepsilon_0)$ seeded extractor with

$$r = c_{GUV} \log \frac{n}{\varepsilon_0} \leq 2c_{GUV} \log \frac{1}{\varepsilon_0} = \frac{\alpha}{2} \log \frac{1}{\varepsilon}.$$
The second ingredient is a disperser, that we use as a sampler to sample many (dependent) seeds of Ext, one of which is good. Specifically, set \( r' = (1 + \alpha) \log \left( \frac{1}{\varepsilon} \right) \) and take 
\[
\Gamma: [R'] \times [A] \to [R]
\]
to be the \( \left( K = (R')^{1+\alpha}, K' = 2\varepsilon_0 R \right) \) disperser guaranteed by Theorem 2.3.4, when plugging-in \( a = \frac{\alpha}{1+\alpha} \) and \( b = \frac{1}{2} \). Notice that \( K^{\frac{1}{2}} = (R')^{\frac{1}{2}+\alpha} = (1) \left( (1+\alpha)^{1+\alpha} \right)^{\frac{1}{2}} = (1)^{\frac{1}{2}} \geq R \). The degree is then 
\[
A = O \left( \frac{r'}{\log \frac{1}{2\varepsilon_0}} \right) = O \left( \frac{(1 + \alpha) \log \frac{1}{\varepsilon}}{4GUV \log \frac{1}{\varepsilon} - 1} \right) = O(1).
\]

We define \( \text{SRC}: [N] \times [R'] \times [A] \to [M] \) by:
\[
\text{SRC}(x, y', z) = \text{Ext}(x, \Gamma(y', z)).
\]

**Correctness:** Let \( X \) be a \( k \)-source for \( k = 2m + \log \left( \frac{1}{\varepsilon} \right) \). Without loss of generality, \( X \) is flat (because otherwise it is a convex combination of such sources). Our goal is to prove that \( \text{SRC}(X, U_r) \) is a s.r. source with \( k' = m - 2 \log \left( \frac{1}{\varepsilon} \right) - O(a) \) min-entropy.

Since \( \text{Ext} \) is an extractor, the output distribution \( \text{Ext}(X, U_r) \) is \( \varepsilon_0 \)-close to uniform. Define the set of \( \Delta \)-heavy elements in \([M]\) by:
\[
H = \left\{ w \in [M] : \Pr[\text{Ext}(X, U_r) = w] \geq \frac{\Delta}{M} \right\}.
\]

We claim:

**Claim 3.2.2.** For \( \Delta > 2 \), \( |H| < \frac{2\varepsilon_0}{\Delta} M \).

**Proof.** Notice that \( |H| \cdot \frac{\Delta}{M} \leq \Pr[\text{Ext}(X, U_r) \in H] \leq \frac{|H|}{M} + \varepsilon_0 \), where the upper bound follows because \( \text{Ext}(X, U_r) \) is \( \varepsilon_0 \)-close to uniform. Thus \( \frac{|H|}{M} \left( \Delta - 1 \right) \leq \varepsilon_0 \) and \( |H| \leq \frac{\varepsilon_0}{\Delta - 1} M < \frac{2\varepsilon_0}{\Delta} M \).

We will work with 
\[
\Delta = \frac{4A}{\varepsilon} \geq 4.
\]

There are two possible ways \( H \) may get its weight in \( \text{Ext} \), and they react differently to amplification. First, there are “typical” elements for which the fraction of seeds falling into \( H \) is about right (the density of \( H \) plus \( \text{Ext}'s \) error which is \( \varepsilon_0 \)). In this case the amplification with the disperser \( \Gamma \) guarantees that we miss \( H \) with one of our samples with good probability.

Moreover, there are “bad” elements \( x \in X \) for which many seeds \( y \) fall into \( H \). Bad elements do not react well to amplification (e.g., amplification has no effect when all seeds fall into \( H \)) but there are very few of them. Formally, we define the set of bad inputs \( x \in \text{Supp}(X) \) by
\[
\text{Bad}_x = \left\{ x \in [N] : \Pr_{y \sim U_r} [\text{Ext}(x, y) \in H] \geq \left( 1 + \frac{2}{\Delta} \right) \varepsilon_0 \right\}.
\]
Claim 3.2.3. $|\text{Bad}_X| < 2^m$.

Proof. Suppose $|\text{Bad}_X| \geq 2^m$. Let $B$ be uniformly distributed over $\text{Bad}_X$. Then, $\text{Ext}(B, U_r)$ is $\epsilon_0$-close to uniform, and therefore

$$
\left(1 + \frac{2}{\Delta}\right) \epsilon_0 \leq \Pr_{x \sim B, y \sim U_r} [\text{Ext}(x, y) \in H] \leq \frac{|H|}{M} + \epsilon_0.
$$

But then $\frac{2\epsilon_0}{\Delta} \leq \frac{|H|}{M}$, which contradicts to the previous claim. \hfill \Box

Now consider a “typical” element, i.e. $x \in \text{Supp}(X) \setminus \text{Bad}_X$. As $x \notin \text{Bad}_X$ there are only a few seeds $y$ (about $\epsilon_0$) such that $\text{Ext}(x, y)$ falls into $H$. If we sample a constant number of independent seeds, then except for probability $\epsilon = \epsilon_0^{O(1)}$, one of them will not fall into $H$, and we get a s.r. source (but with a long random seed). Raz et al. [RRV99] replace the independent samples with a good sampler (a random walk on expanders). We use a different sampler – Zuckerman’s sampler from Theorem 2.3.4, because we are in the small-test regime in which Zuckerman’s sampler has a constant degree.

Formally, let $I$ be a random variable defined as follows. For $x \in [N]$ and $y' \in [R']$, $I(x, y')$ is an arbitrary $z \in [A]$ such that $\text{Ext}(x, \Gamma(y', z)) \notin H$ if such a $z$ exists, and 0 otherwise. Let $I'$ be the same as $I$ except that for all $z$ with $\Pr[I = z] \leq \frac{4}{\Delta}$, if $I(x, y') = z$ we let $I'(x, y') = 0$.

Claim 3.2.4.

- $\Pr[I = 0] \leq 2\epsilon$.
- $\Pr[I' = 0] \leq 3\epsilon$.
- For every $z \in [A]$, $H_\infty(\text{Ext}(X, \Gamma(U_r, I'))|I' = z) \geq m - 2\log \Delta + 2$.

Proof. For the first item, $\Pr[I = 0] \leq \Pr[X \in \text{Bad}_X] + \Pr[I = 0|X \notin \text{Bad}_X]$. 

- Clearly, $\Pr[X \in \text{Bad}_X] \leq |\text{Bad}_X| \cdot 2^{-k} = |\text{Bad}_X| \cdot 2^{-2m + \log(\frac{4}{\Delta})} \leq \epsilon$. Intuitively, we “drown” the bad elements among all the elements in $X$. Said differently, we increase the entropy requirement to reduce the error.
- Fix an element $x \notin \text{Bad}_X$ and call $y \in [R]$ bad for $x$ if $\text{Ext}(x, y) \in H$. As $x \notin \text{Bad}_X$, the number of seeds $y$ that are bad for $x$ is at most $(1 + \frac{4}{\Delta})\epsilon_0 R \leq 2\epsilon_0 R$. Notice that $(I = 0|X = x)$ if $y' \in [R']$ is such that $\Gamma(y', 1), \ldots, \Gamma(y', A)$ are all bad for $x$. Since $\Gamma$ is a disperser, the number of such $y'$-s is at most $K = (R')^{\frac{\alpha}{1+\alpha}}$. Hence,

$$
\Pr[I = 0|X \notin \text{Bad}_X] \leq \frac{(R')^{\frac{\alpha}{1+\alpha}}}{R'} = (R')^{-(1-\frac{\alpha}{1+\alpha})} = \epsilon^{1+\alpha} \frac{1}{1+\alpha} = \epsilon,
$$

as desired.
For the second item, $\Pr[I' = 0] \leq \Pr[I = 0] + \frac{4\Delta}{\Delta} = 3\varepsilon$.

For the third item, let $w$ be in the support of $(\text{Ext}(X, \Gamma(U_{r'}, z)) \mid I' = z)$. Hence $w \notin H$.

It follows that

$$\Pr[\text{Ext}(X, \Gamma(U_{r'}, z)) = w | I' = z] \leq \frac{\Pr[\text{Ext}(X, \Gamma(U_{r'}, z)) = w]}{\Pr[I' = z]} = \frac{\Pr[\text{Ext}(X, U_r) = w]}{\Pr[I' = z]} \leq \frac{\Delta}{M} \cdot \frac{1}{\Pr[I' = z]} \leq \frac{\Delta^2}{4M},$$

where the equality on the second line follows from Claim 2.3.7. Thus, for every $z \in [A]$ in the support of $I'$,

$$H_\infty(\text{Ext}(X, \Gamma(U_{r'}, I'))) \mid I' = z \geq m - 2\log \Delta + 2,$$

concluding our proof.

If one does not care about keeping the seed-length of the construction close to $1 \cdot \log(\frac{1}{\varepsilon})$, a merging step can be performed, leading to a generic error reduction scheme for condensers. Also, the case of reducing the error from $\varepsilon_0$ to a constant power of $\varepsilon_0$ is not the standard one, and we are usually interested, say, in obtaining a polynomially-small error condenser from a constant error one. Using the same techniques and the curve merger from Theorem 2.3.15, one obtains the following version of the [RRV99] result:

**Theorem 3.2.5.** Suppose $\text{Cond} : [N] \times [D] \rightarrow [M]$ is an explicit $(k_{\text{in}} \rightarrow k_{\text{out}}, \varepsilon_0)$ condenser, $0 < \alpha < 1$ and $0 < \varepsilon < \varepsilon_0$. Then, there exists an explicit $\text{Cond}' : [N] \times [D'] \rightarrow [M]$ that is a $(k'_{\text{in}} \rightarrow k'_{\text{out}}, \varepsilon)$ condenser with

- $k'_{\text{in}} = k_{\text{in}} + \log \frac{1}{\varepsilon}$,
- $k'_{\text{out}} = (1 - \alpha)k_{\text{out}} - O\left(\log \frac{d}{\varepsilon(1 - \varepsilon_0)}\right)$, and
- $d' = d + O\left(\frac{1}{\alpha} \log \frac{d}{\varepsilon}\right)$.

The proof goes along the same lines as those of Theorem 3.2.1 and we omit it (and we also do not need Theorem 3.2.5 for our construction).

### 3.3 From S.R. Condensers to S.R. Samplers

As we discussed in Section 2.2.1, extractors are good samplers in the sense that if $\text{Ext}$ is a $(k, \varepsilon)$ seeded extractor then for every test $S$ we have that $\Pr[\text{Ext}(X, U) \in S]$ deviates from the density of $S$ by at most $\varepsilon$. However, extractors are quite limited in the parameters they can achieve and in particular require seed-length that is at least $2\log(\frac{1}{\varepsilon})$ [RTS00]. Dodis,
Pietrzak and Wichs [DPW14] observed that if we are only interested in fooling sparse tests (or equivalently, if we also allow multiplicative error), it suffices to use condensers with a small entropy gap. Moreover, Dodis et al. note that such condensers can bypass the severe limitations that confine extractors. In this section we show that the Dodis et al. result carries over to s.r. condensers. We obtain explicit s.r. samplers with the parameters we need, and in particular seed-length that is smaller than \(2 \log(\frac{1}{\varepsilon})\).

We first define samplers with both multiplicative and additive error.

**Definition 3.3.1.** Let \(S : [N] \times [R'] \to [D]\).

- We say \(x \in [N]\) is \((c, \varepsilon)\) bad for \(B \subseteq [D]\) if \(\Pr_{y' \in [R']} [S(x, y') \in B] > c \rho(B) + \varepsilon\).
- We say \(S\) is a \((K; c, \varepsilon)\) sampler if for every \(B \subseteq [D]\),
  \[
  |\{x \in [N] \mid x \text{ is } (c, \varepsilon) \text{ bad for } B\}| < K.
  \]

**Definition 3.3.2.** Let \(S : [N] \times [R'] \times [A] \to [D]\).

- We say \(x \in [N]\) is \((c, \varepsilon)\) bad for \(B \subseteq [D]\) if \(\Pr_{y' \in [R'], z \in [A]} [S(x, y', z) \in B] > c \rho(B) + \varepsilon\).
- We say \(S\) is a \((K; c, \varepsilon)\) s.r. sampler if for every \(B \subseteq [D]\),
  \[
  |\{x \in [N] \mid x \text{ is } (c, \varepsilon) \text{ bad for } B\}| < K.
  \]

**Definition 3.3.3.** We say \(S : [N] \times [R'] \times [A] \to [D]\) is simple if for every \(x \in [N]\), and every \(y'_1, y'_2 \in [R'], z_1, z_2 \in [A]\), if \((y'_1, z_1) \neq (y'_2, z_2)\) then \(S(x, y'_1, z_1) \neq S(x, y'_2, z_2)\).

The following lemma is based on [DPW14].

**Lemma 3.3.4.** If \(X\) is a \((d, d - g)\)-source then for every set \(B \subseteq [D]\),
\[
\Pr[X \in B] \leq 2^g \cdot \rho(B).
\]

**Proof.** If \(X\) is flat, then the probability that \(X\) is in \(B\) is bounded by the density of \(B\) inside the support of \(X\), i.e., it is at most \(\frac{|B|}{\Simp(X)} \leq \frac{|B|}{2^d} = 2^g \cdot \rho(B)\). Since every \((d, d - g)\) source is a convex combination of such flat sources, the lemma follows.

**Lemma 3.3.5.** If \(X = X_1 \circ \ldots \circ X_A\) is a \((d, d - g, \zeta)\) s.r. source then for every set \(B \subseteq [D]\),
\[
\Pr_{x \sim X} \left[ \forall_{z \in [A]} X_z \in B \right] \leq 2^g \cdot \rho(B) + \zeta.
\]

**Proof.** \(X\) is \(\zeta\)-close to a \((d, d - g)\) s.r. source \(X'\). Let \(I\) be an indicator of \(X'\).
\[
\Pr[\forall_{z \in [A]} X'_z \in B] \leq \sum_{i=1}^{A} \Pr[I = i] \cdot \Pr_{x \sim X'} [\forall_{z \in [A]} X'_z \in B \mid I = i]
\leq \sum_{i=1}^{A} \Pr[I = i] \cdot \Pr [X'_i \in B \mid I = i]
\leq \sum_{i=1}^{A} \Pr[I = i] \cdot 2^g \cdot \rho(B) \leq 2^g \cdot \rho(B),
\]
where the third inequality follows from Lemma 3.3.4.
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Theorem 3.3.6. If Cond: \([N] \times [R'] \times [A] \rightarrow [D]\) is a \((k \rightarrow d - g, \varepsilon)\) s.r. condenser then Cond is a \((2^k; 2^g, \varepsilon)\) s.r. sampler.

Proof. Let \(B \subseteq [D]\), and let \(\text{Bad}\) denote the set of elements in \([N]\) that are \((2^g, \varepsilon)\) bad for \(B\). If \(|\text{Bad}| \geq K\), then \(\text{Cond}(\text{Bad}, U, \nu)\) is a \((d, d - g, \varepsilon)\) s.r. source. By Lemma 3.3.5,

\[
\Pr_{x \in \text{Bad}, y' \in [R']} [\forall z \in [A] \text{ Cond}(x, y'_z) \in B] \leq 2^g \cdot \rho(B) + \varepsilon.
\]

Therefore, there must exist at least one \(x \in \text{Bad}\) such that \(\Pr_{y' \in [R']} [\forall z \in [A] \text{ Cond}(x, y'_z) \in B] \leq 2^g \cdot \rho(B) + \varepsilon\), in contradiction to the definition of \(\text{Bad}\). Thus, \(|\text{Bad}| < K\), as required. \(\square\)

We now instantiate Theorem 3.3.6 with the s.r. condenser from Theorem 3.2.1 to obtain:

Theorem 3.3.7. For every constant \(0 < \alpha < 1\) there exist constants \(A = A(\alpha), b = b(\alpha)\) such that for every integer \(n\) and \(d \leq n/2\) there exists an explicit

\[
S: [N] \times [R'] \times [A] \rightarrow [D]
\]

that is a \((K = D^2; c = (\frac{1}{\varepsilon})^4, \varepsilon = (\frac{1}{n})^b)\) simple s.r. sampler with \(r' = (1 + \alpha) \log(\frac{1}{\varepsilon})\).

Proof. We are given \(\alpha\). Set \(A\) to be the constant \(A = A(\alpha)\) given in Theorem 3.2.1. Set \(b = b(\alpha) = \frac{4 \text{ avey}}{\alpha}\), \(\varepsilon = (\frac{1}{n})^b\) and let \(r' = (1 + \alpha) \log(\frac{1}{\varepsilon})\). Given \(d\), set \(m = d - a - r'\). Let

\[
\text{SRC}: [N] \times [R'] \times [A] \rightarrow [M]
\]

denote the \((2m + \log(\frac{1}{\varepsilon})) \rightarrow m - 2\log(\frac{1}{\varepsilon}) - O(a), \varepsilon)\) s.r. condenser from Theorem 3.2.1. Define a new condenser

\[
S: [N] \times [R'] \times [A] \rightarrow [R'] \times [A] \times [M]
\]

by

\[
S(x, y', z) = (y', z, \text{SRC}(x, y', z)).
\]

It is immediate that \(S\) is simple (because the seed is part of the output). Notice that

\[
M \cdot R' \cdot A = D.
\]

By Theorem 3.3.6, \(S\) is a \((2^{2m + \log(\frac{1}{\varepsilon})}; c = 2^{m + r' - a - (m - 2\log(\frac{1}{\varepsilon}) - O(a))}, \varepsilon)\) s.r sampler, and:

- \(2^{2m + \log(\frac{1}{\varepsilon})} = \frac{M^2}{\varepsilon} \leq (MR')^2 \leq D^2 = K\).
- \(c = 2^{m + r' - a - (m - 2\log(\frac{1}{\varepsilon})O(a))} \leq 2^{r' + 2\log(\frac{1}{\varepsilon}) + O(a)} = 2^{(3 + \alpha)\log(\frac{1}{\varepsilon}) + O(a)} \leq \varepsilon^{-\frac{1}{4}}\).

\(\square\)

3.4 From S.R. Samplers to Two-Source Extractors

In this section we prove our main theorem for this chapter.

Theorem 3.4.1 (Theorem 3.1.1 restated). For every constant \(\varepsilon > 0\) there exists a constant \(c\) such that for every large enough integer \(n\), there exists an explicit \(((n, k_1), (n, k_2), \varepsilon)\) two-source extractor \(2\text{Ext}: \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\}\) for any \(k_1, k_2 \geq c \cdot \log n \cdot \frac{\log \log n}{\log \log \log n}\).
The proof closely follows the intuition given in the introduction, but makes it rigorous and as a result many parameters enter the discussion.

Proof.

The construction: We are given \( n \) and a constant \( \varepsilon \).

- Set \( t \) to be large enough so that \( c_{\text{maj}} \frac{\log t}{t} \leq \frac{\varepsilon}{6} \), where \( c_{\text{maj}} \) is the constant from Lemma 2.1.14. A calculation shows that
  \[
  t = \left\lceil \frac{36c_{\text{maj}}^2}{\varepsilon^2} \right\rceil
  \]
suffices, so \( t = O(1) \).

- We now fix parameters for the s.r. sampler. We set \( \alpha = \frac{1}{2} \). Let \( A = A(\alpha) \), \( b = b(\alpha) \) be the constants determined by \( \alpha \) in Theorem 3.3.7. Fix \( \varepsilon_2 = (\frac{1}{n})^b \) and \( c = (\frac{1}{\varepsilon_2})^4 \). Set \( R' = (\frac{1}{\varepsilon_2})^{1+\alpha} \).

- Set \( \varepsilon_1 \) small enough so that \( c_{\text{maj}}t \sqrt{\varepsilon_1} (R')^t \leq \frac{\varepsilon}{6} \) and \( c \sqrt{\varepsilon_1} \leq \frac{1}{2} (R')^{-0.6} \). We may take \( \varepsilon_1 = \frac{\varepsilon^2}{6c_{\text{maj}}^2 c^2 (R')^{2t}} \) and so \( \varepsilon_1^{-1} = (cR')^{O(1)} = n^{O(1)} \).

- Set \( d = c_{nm}(tA)^2 f(n, \varepsilon_1) \) where
  \[
  f(n, \varepsilon_1) = \log n + \frac{\log \log(1/\varepsilon_1)}{\log \log(1/\varepsilon_1)} \log \left( \frac{1}{\varepsilon_1} \right)
  \]
  and \( c_{nm} \) is the constant from Theorem 2.4.5 (we note that everything keeps working if someone gives an improved construction with, say, \( f(n, \varepsilon) = O(\log \frac{n}{\varepsilon}) \)).

- Let
  \[
  S : [N] \times [R'] \times [A] \rightarrow [D]
  \]
  be the \((K = D^2; c, \varepsilon_2)\) s.r. simple sampler guaranteed by Theorem 3.3.7 where \( N, R', D, A, c \) and \( \varepsilon_2 \) were defined before.

- Let
  \[
  \text{nmExt} : [N] \times [D] \rightarrow \{0, 1\}
  \]
  be the \((k_1 = d, \varepsilon_1)\) \( t' \)-non-malleable extractor guaranteed by Theorem 2.4.5 set to output one bit, for \( t' = tA \). Notice that \( d \) was chosen to be sufficiently large for \( \text{nmExt} \).

After fixing the above, given \( x_1, x_2 \in [N] \), the construction is as follows:

1. For every \( y' \in [R'] \) and \( z \in [A] \), compute
   \[
   \text{NM}(x_1, x_2; y', z) = \text{nmExt}(x_1, S(x_2, y', z)).
   \]

2. For every \( y' \in [R'] \), compute
   \[
   \bigoplus_{z=1}^{A} \text{NM}(x_1, x_2; y') = \bigoplus_{z=1}^{A} \text{NM}(x_1, x_2; y', z).
   \]
3. Output

\[ 2\text{Ext}(x_1, x_2) = \text{Maj}(\oplus \text{NM}(x_1, x_2; 1), \ldots, \oplus \text{NM}(x_1, x_2; R')). \]

**Correctness:** We now prove correctness. Let \( X_1 \) be an \((n, k_1)\) source and \( X_2 \) be an \((n, k_2)\) source for \( k_2 = k + \log \frac{2}{\varepsilon} \) independent from \( X_1 \).

Let \( \text{Bad} \subseteq [D] \) be the set of bad rows of \( \text{nmExt} \) of density at most \( \sqrt{\varepsilon_1} \) guaranteed to us by Lemma 2.4.2. Note that \( \text{Bad} \) depends only on \( X_1 \). We say \( x_2 \in [N] \) is bad if \( x_2 \) is \((c, \varepsilon_2)\) bad for \( \text{Bad} \) (see Definition 3.3.2) and good otherwise.

**Claim 3.4.2.** \( \Pr_{x_2 \sim X_2}[x_2 \text{ is bad}] \leq \frac{\varepsilon}{2} \).

**Proof.** The number of bad elements is at most \( K \), and \( H_\infty(X_2) \geq k + \log \frac{2}{\varepsilon} \) so we can conclude that \( \Pr_{x_2 \sim X_2}[x_2 \text{ is bad}] \leq \frac{K}{2^{k_2}} = \frac{\varepsilon}{2} \).

Define

\[ \oplus R(x_1, x_2) = (\oplus \text{NM}(x_1, x_2; 1), \ldots, \oplus \text{NM}(x_1, x_2, R')). \]

**Lemma 3.4.3.** For every good \( x_2 \in \text{Supp}(X_2) \), \( \oplus R(X_1, x_2) \) is a \((q, t, \gamma)\) non-oblivious bit-fixing source for \( q = (R')^{0.4} \) and \( \gamma = t\sqrt{\varepsilon_2} \).

**Proof.** Fix any good \( x_2 \in \text{Supp}(X_2) \). Call \( y' \in [R'] \) a bad row if for every \( z \in [A] \), \( S(x, y', z) \in \text{Bad} \), and good otherwise. Since \( x_2 \) is good, the number of bad rows is at most \((c \rho(\text{Bad}) + \varepsilon_2)R'\). However,

\[ (c \rho(\text{Bad}) + \varepsilon_2)R' \leq cR' \sqrt{\varepsilon_1} + \varepsilon_2 R' \leq \frac{1}{2} (R')^{-0.6} R' + \varepsilon_2 \left( \frac{1}{\varepsilon_2} \right)^{1+\alpha} < (R')^{0.4} \]

Next, fix \( t \) distinct good rows \( y'_1, \ldots, y'_t \). Let \( z_1, \ldots, z_t \in [A] \) be such that \( S(x_2, y'_i, z_i) \notin \text{Bad} \) (the \( z_i \)-s exist because we look at \( t \) good rows). Then, for every \( i \in [t] \),

\[ \left( \text{NM}(X_1, x_2; y'_i, z'_i), \left\{ \text{NM}(X_1, x_2; y'_i, z) \right\}_{z \neq z'_i}, \right. \]

\[ \left. \left\{ \text{NM}(X_1, x_2; y'_j, z) \right\}_{j \neq i, z \in [A]} \right) \]

is \( \varepsilon_1 \)-close to

\[ \left( U_1, \left\{ \text{NM}(X_1, x_2; y'_i, z) \right\}_{z \neq z'_i}, \left\{ \text{NM}(X_1, x_2; y'_j, z) \right\}_{j \neq i, z \in [A]} \right), \]

where we have used the fact that a good row is independent of any other \( tA \) (good or bad) rows (see Lemma 2.4.2), and the fact that \( S \) is simple. We remark that the property we are using is more than just the \( t \)-wise independence of the good rows.
By Lemma 2.1.2,
\[
\left( \text{NM}(X_1, x_2; y'_1, z_1), \ldots, \text{NM}(X_1, x_2; y'_t, z_t), \right)
\{\text{NM}(X_1, x_2; y'_i, z) \}_{(y'_i, z) \notin \{(y'_1, z_1), \ldots, (y'_t, z_t)\}}
\] is \( t\sqrt{\varepsilon_1}\)-close to
\[
\left( U_t, \{\text{NM}(X_1, x_2; y'_i, z) \}_{(y'_i, z) \notin \{(y'_1, z_1), \ldots, (y'_t, z_t)\}} \right).
\]
This shows
\[
(\oplus \text{NM}(X_1, x_2, y'_1), \ldots, \oplus \text{NM}(X_1, x_2, y'_t)) \approx_{t\sqrt{\varepsilon_1}} U_t
\]
and \( \oplus R(X_1, x_2) \) is a \((q = (R')^{0.4}, t, \gamma)\) non-oblivious bit-fixing source for \( \gamma = t\sqrt{\varepsilon_2} \) as desired.

Therefore, by Lemma 2.1.14, for any good \( x_2 \),
\[
\left| \Pr[\text{Maj}(\oplus \text{NM}(X_1, x_2, 1), \ldots, \oplus \text{NM}(X_1, x_2, R')) = 1] - \frac{1}{2} \right| \leq \epsilon_{\text{maj}} \left( \frac{\log t}{t} + (R')^{-0.1} + t\sqrt{\varepsilon_2}(R')^t \right) \leq 3 \cdot \frac{\varepsilon}{6} = \frac{\varepsilon}{2},
\]
where the probability is over \( X_1 \). Overall, we have:
\[
|2\text{Ext}(X_1, X_2) - U_1| \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} \leq \varepsilon,
\]
as desired.

The requested entropies are \( k_1 = d, k_2 = O(d) \) and \( d = O(f(n, \frac{1}{\text{poly}(n)}) \) so
\[
k_1, k_2 = O \left( \log n \cdot \frac{\log \log n}{\log \log \log n} \right).
\]
The explicitness follows from the fact that \( R' = \text{poly}(n) \) and the explicitness of the other ingredients.

We note that if one improves the construction of non-malleable extractors and gets
\( f(n, \varepsilon_1) = O(\log \frac{n}{\varepsilon_1}) \), then this would immediately imply a two-source extractors with entropies \( k_1 = k_2 = O(\log n) \).
Chapter 4

Low-Error Two-Source Extractors from Good Non-Malleable Extractors

In spite of exciting improvements upon the min-entropy requirement of two-source extractors (some of which described in Chapter 3), explicit constructions of low-error two-source extractors still require one of the source to have min-entropy at least $0.49n$ [Bou05, Raz05]. Our main result in this chapter is a new reduction from explicit two-source extractors for min-entropy $n^{\Omega(1)}$ and negligible error to explicit $t$-non-malleable extractors with seed-length that has a good dependence on $t$.

Our reduction is inspired by the Chattopadhyay and Zuckerman framework [CZ16], however surprisingly we dispense with the use of resilient functions which are a major ingredient in [CZ16] and follow-up works. The use of resilient functions posed a fundamental barrier towards achieving negligible error, and our new reduction circumvents this bottleneck. The parameters we require from $t$-non-malleable extractors for our reduction to work hold in a non-explicit construction, but currently it is not known how to explicitly construct such extractors. As a result we do not give an unconditional construction of an explicit low-error two-source extractor. Nonetheless, we give a viable approach for solving the important problem of low-error two-source extractors. Furthermore, we will highlight an existing barrier in constructing low-error two-source extractors, and draw attention to the dependence of the parameter $t$ in the seed-length of the non-malleable extractor.

4.1 Introduction

Recall that an $((n_1, k_1), (n_2, k_2), \varepsilon)$ two-source extractor is a function

$$E: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \to \{0,1\}^m$$

that maps any pair of independent $(n_1, k_1)$ and $(n_2, k_2)$ sources $X_1, X_2$ to a distribution $E(X_1, X_2)$ which is $\varepsilon$-close to $U_m$, the uniform distribution over $\{0,1\}^m$.

Non-explicitly there are $((n, k), (n, k), \varepsilon)$ two-source extractors as long as $k \geq \log n + 2\log(\frac{1}{\varepsilon}) + O(1)$. More generally, using the probabilistic method, one can easily show that:

**Theorem 4.1.1.** Assume $k_1 + k_2 \geq \log(2^{k_1}n_1 + 2^{k_2}n_2) + 2\log(\frac{1}{\varepsilon}) + O(1)$. Then, there exists a (non-explicit) $((n_1, k_1), (n_2, k_2), \varepsilon)$ two-source extractor $E: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \to \{0,1\}^m$. 
Finding such explicit constructions is a long-standing, important and challenging problem. A key parameter is the error $\varepsilon$ obtained by the two-source extractor. Research in the area can be divided into three regimes:

**Very large error:** Finding explicit two-source extractors with any error smaller than 1 (i.e., any non-trivial error) is already very challenging and is essentially equivalent to finding an explicit bipartite Ramsey graph. Recall that a $K$ Ramsey graph is a graph that contains no monochromatic set (i.e., a clique or an independent set) of size $K$; a $K$ bipartite Ramsey graph is a bipartite graph with no bipartite monochromatic sets of size $K$. A $K = 2^k$ bipartite Ramsey graph over $2N = 2 \cdot 2^n$ vertices, is essentially equivalent to an $((n, k), (n, k), \varepsilon)$ two-source extractor, with $\varepsilon = \varepsilon(n) < 1$.

A long line of research was devoted to explicitly constructing Ramsey graphs (see Section 2.5.2 for an overview). Independently, Cohen [Coh16c] and Chattopadhyay and Zuckerman [CZ16] constructed a $K$ bipartite Ramsey graph over $2N$ vertices with $\log K = \text{polylog}(\log N)$. Improvements upon [CZ16], discussed in Chapter 3, readily give Ramsey graphs as well.

**Medium size error:** The [CZ16] construction of an explicit $((n, k), (n, k), \varepsilon)$ two-source extractor for $k = \text{polylog}(n)$ has running time which is polynomial in $1/\varepsilon$. Several improvements followed, including [Mek17, Li16], and currently, following [BADTS17, Coh16f, Li17, Li18], the best explicit construction achieves $k$ which is pretty close to the optimal $\Omega(\log n)$ bound.

All these constructions have running time which is at best polynomial in $1/\varepsilon$, and as we explain below this seems to be inherent to the approach that is taken. In contrast, non-explicit constructions may have exponentially small error in the entropy $k$ of the two sources. Similarly, these constructions usually output few close-to-uniform bits, while non-explicitly, almost all of the entropy can be extracted.

**Exponentially small error:** There are several explicit two-source extractors constructions with exponentially small error:

1. The inner-product function gives a simple construction when $k > n/2$ [CG88].
2. Bourgain [Bou05] gave a two-source extractor construction for $k = (\frac{1}{2} - \alpha) n$, for some small constant $\alpha > 0$.
3. Raz [Raz05] constructed an $((n_1, k_1), (n_2, k_2), \varepsilon)$ two-source extractor that has an unbalanced entropy requirement; the first source is long (of length $n_1$) and very weak ($k_1$ can be as small as $\log \log n_1 + O(1)$), the second source is short (of length $O(\log n_1)$) and somewhat dense with $k_2 \geq \alpha n_2$, for some constant $\alpha > \frac{1}{2}$.

On the positive side, all of these constructions have exponentially small error (in Raz’s extractor, the error is exponentially small in the smaller entropy). On the negative side, however, in all of these constructions one of the sources is required to have entropy rate close to half, i.e., the entropy of the source has to be at least $(\frac{1}{2} - \alpha) n > 0.49n$.

To summarize:
- Current explicit constructions of low-error, two-source extractors require one source to have entropy rate close to half, and,

- There are explicit two-source extractors that work with astonishingly low min-entropy, but currently they only handle large error, or, more precisely, their running time is polynomial in $1/\varepsilon$.

As we shall see shortly, there is a good reason for the two barriers that are represented in the above two items. The goal of this chapter is to present a new approach for bypassing these barriers.

### 4.1.1 Extractors and entropy-rate half

Let us start with the rate-half barrier for low-error constructions. For that we compare two-source extractors with strong seeded extractors. We recall that $E : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ is a strong $(k, \varepsilon)$ seeded extractor if for every $(n, k)$ source $X$, $(Y, E(X, Y))$ is $\varepsilon$-close to $Y \times U_m$, where $Y$ is uniformly distributed over $\{0,1\}^d$ and is independent of $X$.

A seeded extractor $E$ must have seed-length $d \geq \log n + 2 \log(\frac{1}{\varepsilon}) - O(1)$ [RTS00]. In essence, the error of a seeded extractor has two origins:

- The fraction $\varepsilon_1$ of bad seeds for which $E(X, y)$ is $\varepsilon_2$-far from uniform, and,

- The distance $\varepsilon_2$ between $E(X, y)$ and $U_m$ for good seeds.

These two errors can be very different, for example, it might be the case that for half the seeds the error is extremely small, and then $\varepsilon_1$ is constant and $\varepsilon_2$ is tiny, or vice versa. In the terminology of a seeded extractor, these two errors are unified to one parameter $\varepsilon$. In the two-source extractor notation these two errors are essentially separated, where $2^{k_2}$ is, roughly, the number of bad seeds making $\varepsilon_1 \approx 2^{k_2-n_2}$, where $\varepsilon$ of the two-source extractor represents the $\varepsilon_2$ above. More formally:

**Claim 4.1.2.** Suppose $E : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}$ is an $((n, k), (d, d'), \varepsilon_2)$ two-source extractor. Then, $E$ is a strong $(k, \varepsilon = \varepsilon_1 + \varepsilon_2)$ seeded extractor, for $\varepsilon_1 = 2^{d'+1-d}$, and furthermore, for every $(n, k)$ source $X$,

$$\Pr_{y \in \{0,1\}^d}[E(X, y) \not\approx_{\varepsilon_2} U_1] \leq \varepsilon_1.$$ 

**Proof.** Let $X$ be an $(n, k)$ source and let $B \subseteq \{0,1\}^d$ so that for every $y \in B$, $E(X, y) \not\approx_{\varepsilon_2} U_1$. Partition $B = B_0 \cup B_1$ where $y \in B_0$ if the $\varepsilon_2$ bias is towards $z$. Assume towards contradiction that $|B_z| \geq 2^{d'}$ for some $z$ and consider the flat distribution $Y$ over the set $B_z$. Thus, $H_\infty(Y) \geq d'$ so $E(X, Y) \approx_{\varepsilon_2} U_1$ but by our definition, $E(X, Y)$ is biased towards $z$ – a contradiction. Altogether, $|B| \leq 2^{d'+1}$ so $\varepsilon_1 \leq |B|/2^d = 2^{d'+1-d}$. 

The lower bound $d \geq \log n + 2 \log(\frac{1}{\varepsilon}) - O(1)$ imposed on extractors, does not reveal which of the two errors forces $d$ to be large. Stating it more precisely, define a $(k, \varepsilon_1, \varepsilon_2)$ function $E : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ so that for every $(n, k)$ source $X$, $\Pr_{y \in \{0,1\}^d}[E(X, y) \not\approx_{\varepsilon_2} U_1] \leq \varepsilon_1$. What is the dependence of $d$ on $\varepsilon_1$ and $\varepsilon_2$?
The existence of $((n, k), (d = n, d' = O(\log n)), \varepsilon)$ two-source extractors, implies that the dependence of $d$ on $\varepsilon_1$ might be very close $1 \cdot \log(\frac{1}{\varepsilon_1})$. On the other hand, the dependence of $d$ on $\varepsilon_2$ is larger, $d \geq d' \geq 2 \log(\frac{1}{\varepsilon_2})$, since we can view $E$ as a strong $(d', \varepsilon_2)$ extractor \{0, 1\}^d \times \{0, 1\}^k \rightarrow \{0, 1\}$ and $d' \geq 2 \log \frac{1}{\varepsilon_2}$ is again a lower bound [RTS00]. Thus, the two-source extractor terminology allows a finer characterization of the quality of an extractor, separating the two errors $\varepsilon_1$ and $\varepsilon_2$ above.

Looking at it that way we see why rate-half is a natural barrier: An extractor with seed-length dependence $2 \log(\frac{1}{\varepsilon})$ guarantees that out of the $D = 2^d$ possible seeds, at most $D^{1+\beta}$ are $D^{-\beta}$ bad. Thus, one can get an explicit two-source extractor, where the seed has some constant density $\frac{1}{2} + \beta$, and exponentially small error, by constructing an explicit strong seeded extractor with seed-length dependence $(2+\gamma) \log(\frac{1}{\varepsilon})$ for some small constant $\gamma$. Constructing a two-source extractor with $d'/d$ below half necessarily means using techniques that do not apply to strong seeded extractors. Bourgain achieves that in an ingenious way, by using additive combinatorics together with the inner product function, but, at least so far, this approach can only handle min-entropies slightly below half.

4.1.2 The running time of the [CZ16] scheme

In Section 3.1.1 we described the [CZ16] two-source extractor construction and later gave the entropy-efficient reduction that allowed improvements upon their result. Here, we describe the bottleneck for achieving smaller error.

Recall that recent two-source extractor constructions builds upon two main ingredients: the existence of explicit non-malleable extractors and resilient functions. Let $X_1$ and $X_2$ be two independent $(n, k)$ sources. The starting point is to use a $t$-non-malleable extractor $nmExt$ with error $\varepsilon_1$ and seed-length $d_1$ to produce a table $T_1$ with $D_1 = 2^{d_1}$ entries, where the $i$-th entry is $nmExt(X_1, i)$. Using the property of the non-malleable extractor, one can show that $1 - \sqrt{\varepsilon_1}$ fraction of the rows are uniform and almost $t$-wise independent (in the sense that any $t$ good rows are close to uniform). The remaining rows are, however, arbitrarily correlated with those rows. Then, they

- Use the second source $X_2$ to sample a sub-table $T_2$ with some $D_2$ rows of the table $T_1$, such that a fraction of at most $\varepsilon_2$ of its rows are bad, and every $t$ good rows are $\sqrt{\varepsilon_1}$-close to uniform, and,

- Apply a resilient function $f : \{0, 1\}^{D_2} \rightarrow \{0, 1\}$ on the sub-table $T_2$. $f$ has to be resilient against $\sqrt{\varepsilon_2}D_2$ bad players, and should perform correctly even when the good players are $t$-wise independent.

It turns out that the sub-table $T_2$ is $(D_2t^{1/\sqrt{\varepsilon_1}})$-close to a table where the good players are truly $t$-wise independent (as required by $f$) and so it is enough to choose $\varepsilon_1$ small enough so that $D_2t^{1/\sqrt{\varepsilon_1}}$ is small, and this proves the correctness of the construction.

While this beautiful approach does give an unbiased output bit, it seems that it is inherently bound to have running time polynomial in $1/\varepsilon$. This is because no matter which resilient function we use, even if there is just a single bad player among the $D_2$ players, then that player alone may have $1/D_2$ influence over the result (in fact, [KKL88] showed there...
is a player with $\Omega(\log D_2^2)$ influence) and therefore that player can bias the result by $1/D_2$. Thus, the running time, which is at least $D_2$, is at least $\Omega(1/\varepsilon)$, and this is indeed a common feature of all the constructions so far that use that approach.

One could have hoped to sample a sub-table $T_2$ that w.h.p. avoids all bad players, thus dispensing with the use of the resilient function. This approach is futile: If $T_2$ avoids all bad players then every row $y$ of it will do, so indeed $\text{nmExt}(X, y)$ is close to uniform and we can compute it fast, allowing for a small error. However, this brings us back to the seeded extractors case, and we already saw this cannot handle densities above half.

### 4.1.3 Our result

The main result in this chapter is a reduction showing how to explicitly construct low-error two-source extractors given explicit $t$-non-malleable extractors with small seed-length dependence on $t$. Formally,

**Theorem 4.1.3.** Suppose for some constant $\alpha > 0$, for every integers $n_1, k_1, t$ and every $\varepsilon_1 > 0$ there exists an explicit function

$$\text{nmExt}: \{0, 1\}^{n_1} \times \{0, 1\}^d \rightarrow \{0, 1\}^m$$

that is a $(k_1, \varepsilon_1)$ $t$-non-malleable extractor with $d \leq \alpha t \cdot \log(1/\varepsilon_1)$.

Then, there exists an explicit function

$$2\text{Ext}: \{0, 1\}^{n_1} \times \{0, 1\}^{n_2} \rightarrow \{0, 1\}^m$$

that is a $((n_1, k_1), (n_2 = O(d/\alpha), k_2 = O(\alpha n_2)), 2\sqrt{\varepsilon_1})$ two-source extractor, where the constants hidden in the big-$O$ notation are independent of $\alpha$.

We first remark that such non-malleable extractors non-explicitly exist. In fact, much better parameters are possible:

**Theorem 4.1.4.** Let $n, k, t$ and $\varepsilon$ be such that $k \geq (t + 1)m + 2\log\frac{1}{\varepsilon} + \log d + 4\log t + 3$. Then, there exists a $(k, \varepsilon)$ $t$-non-malleable extractor $\text{nmExt} : \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m$ with $d \leq 2\log\frac{1}{\varepsilon} + \log(n - k) + 2\log(t + 1) + 3$.

The proof of the Theorem is based on [DW09], where they only handle the $t = 1$ case. The Theorem was also independently proved by Cohen and Shinkar [CS17]. For completeness we give the proof in Section 4.3.

So far, the main focus in explicit constructions of $t$-non-malleable constructions has been getting an optimal seed-length dependence on $n$ and $\varepsilon$, and as we already mentioned, currently the best explicit constructions have seed-length (and min-entropy requirement) of $O(t^2 (\log n + \log^{1+o(1)} \frac{1}{\varepsilon}))$ (see Section 2.4).

There is a huge gap between the dependence of the seed-length on $t$ in the non-explicit construction of Theorem 4.1.4, where $t$ contributes an additive $2\log t$ factor to the seed-length, and the explicit construction (say, Theorem 2.4.5) where $t$ contributes a multiplicative
Dependence on $t$ & $k$ & $n_2$ & $k_2$ & \text{The approach fails} \\
\omega(t \log \frac{1}{\varepsilon}) & & & & \\
\alpha \log(\frac{1}{\varepsilon}) & \text{arbitrary} & O\left(\frac{d}{\varepsilon}\right) & O(\alpha)n_2 & \alpha \text{ is any constant} \\
t^n \log(\frac{1}{\varepsilon}) \text{ or better} & \text{arbitrary} & \text{poly}_{\alpha,\beta}(d) & n_2^\beta & \text{For some constants } \alpha, \beta < 1 \\
t^n \log(\frac{1}{\varepsilon}) \text{ or better} & \text{small enough} & n & n^\beta & \text{For some constant } \beta < 1 \\

Table 4.1: Bounds for $((n, k), (n_2, k_2), \varepsilon)$ two-source extractors assuming an explicit $t$ n.m. extractor with various seed-length $d$ dependence on $t$. In all cases, the error $\varepsilon$ is low.

t^2$ factor to the seed-length.\footnote{It is worth mentioning that an early construction of Cohen, Raz and Segev [CRS14], although not explicitly stating it, does get a very good dependence of $d$ on $t$ with $d = O(\log \frac{n}{\varepsilon} + t)$. However, their construction only works for high min-entropy and so does not imply a two-source extractor for densities below half.} Correspondingly, the quality of the two-source extractors construction we give significantly improves with a better dependence of the seed-length on the parameter $t$. In Table 4.1 we list the two-source extractors constructions we get for:

- The current best explicit constructions (we get nothing),
- A quadratic improvement over currently best explicit (we improve upon Raz’s extractor), and,
- A further polynomial improvement.

The parameters in the second row resemble those of Raz’s extractor: one source is long with very low entropy, the other is short with constant entropy rate. The main difference is that in Raz’s extractor the entropy rate has to be above half, whereas here, assuming the existence of the appropriate explicit non-malleable extractors, the entropy rate can be an arbitrarily small constant.

By allowing the seed-length of the non-malleable extractor to have an even better dependence on $t$ (and non-explicitly it does), we succeed in supporting polynomially-small min-entropies. More specifically, if the seed-length dependence on $t$ is $t^n \log(\frac{1}{\varepsilon})$ for a small enough constant $\alpha$, then we can support min-entropy of $k_2 = n_2^\beta$ where $\beta = \beta(\alpha)$ is another constant.

Also, in that regime of dependence, we can set the error $\varepsilon$ to be small enough so that $n_2 = n$, in which case we get a balanced two-source extractor supporting some polynomially-small min-entropy (see Corollary 4.2.6).

This clearly demonstrates that the dependence of the seed-length on $t$ in non-malleable extractors is directly related to the required density of the seed (i.e., second source) in low-error, two-source constructions. We believe this understanding is an important, qualitative understanding.
4.1.4 Our technique

In the Chattopadhyay-Zuckerman scheme we have the following ingredients:

1. The use of the first source to construct a table with many good rows (every row in the table corresponds to applying an extractor on the first source, with some fixed seed).
2. The use of $t$-non-malleable extractors to get local $t$-wise independence, where every $t$ good rows are close to uniform.
3. The use of the second source to sample a sub-table of the table constructed from the first source.
4. The realization that with the right choice of parameters the sub-table is globally close to a table where the good rows are perfectly $t$-wise.
5. The use of resilient functions.

In our solution we keep (1)-(3) and completely dispense with (4) and (5), i.e., we do not use resilient functions and we do not try to achieve a sub-table that is globally close to a truly $t$-wise independent distribution. Instead, we work with the much weaker local guarantee that every $t$ good rows are close to uniform.

Our construction is as follows. We are given two samples from independent sources $x_1 \sim X_1$ and $x_2 \sim X_2$. Then:

1. We use a $t$-non-malleable extractor $\text{nmExt}$ with error $\varepsilon_1$ and seed-length $d_1$ to construct a table with $D_1 = 2^{d_1}$ entries, where the $i$-th entry is $\text{nmExt}(X_1, i)$. Using the property of non-malleable extractors one can show that $1 - \sqrt{\varepsilon_1}$ fraction of the rows are good in the sense that a good row is close to uniform even conditioned on $t - 1$ other rows. The remaining rows are arbitrarily correlated with the good ones. So far, everything is identical to the [CZ16] construction.

2. We use the second sample $x_2$ to sample $t$ rows from that table, with the property that with high probability (over the choice of $x_2 \sim X_2$) at least one of the $t$ samples is a good row (in the table with $D_1$ rows).

We note that this is very different from previous constructions, where the requirement is that with high probability (over the choice of $x_2 \sim X_2$) the fraction of bad rows in the sub-table is about the same as the fraction of bad rows in the original table.

3. We then take the parity of the $t$ strings written in the $t$ rows we sampled.

This is again very different from the [CZ16] construction, where a resilient function is applied on the sub-table (and notice that the parity function is not resilient at all).

Conceptually, what happened is that we take a dramatically smaller sample set than before. Specifically, in Chapter 3 the sample set is much larger than $t$, whereas in the above algorithm the sample size is $t$. Accordingly, we replace the requirement that the fraction of bad players in the sample set is small, with the weaker requirement that not all of the
players in the sample set are bad. If the sample size is \( t \) and not all the players in the sample are bad, then every good player (and even if there is just a single good player) is almost independent of the other \( t - 1 \) players, and therefore we can just apply the parity function on the \( t \) bits in the sample. Thus, we can also dispense with the resilient function \( f \) and just use the parity function instead.

Notice that by doing so we also get rid of the annoying (and expensive) requirement that \( D_{2}^{\pm 1} < 1 \), because we no longer need to convert a table where every \( t \) rows are locally close to uniform, to a table that is globally close to being perfectly \( t \)-wise independent.

There is still a fundamental question we need to answer. Inspecting the argument, we see that there is a circular dependency in the construction: The sample size of the sampler determines the required \( t \)-non-malleability of the extractor, which then affects the parameters of the extractor, and in particular the number of bad rows, which, in turn, affects the required degree of the sampler. It is therefore, offhand, not clear whether such a construction is possible at all even assuming the best possible non-malleable extractors.

The above inquiry raises the question of what is the dependence of the seed-length of non-malleable extractors on the non-malleability parameter \( t \). This question was considered before by several people. In particular, Cohen and Shinkar [CS17] independently investigated this. As we explained before, it turns out that in non-explicit constructions the dependence is very mild, and such an approach can be easily supported.

We analyze what is the threshold beyond which such an approach cannot work. Roughly speaking, non-malleable extractors with seed-length below \( t \log(\frac{n}{\varepsilon}) \) work well, while non-malleable extractors with seed-length above it do not. In Section 4.2 we demonstrate how the dependence of the seed-length \( d \) on \( t \) affects the parameters of the two-source extractor construction.

Finally, we are left with two questions regarding *explicitness*:

- We ask whether the sampler can be made explicit, i.e., whether we can find a sampler with such a small sample size that except for very few \( x_2 \)-s always sees at least one good row. This question readily translates to the existence (or the explicit existence) of dispersers that are good against small tests. Remarkably, Zuckerman’s dispersers from Section 2.3.1 work well for us.

- Current explicit constructions of non-malleable extractors [Coh16a, CGL16, Coh16c, Coh16b, CL16, Coh16f, Li17, Li18] for small entropies are above that threshold. This result raises the challenge of explicitly constructing non-malleable extractors with better seed-length dependence on \( t \).

### 4.1.5 Related work

Li [Li12b] showed how to build a \((n, 0.499n), (n, k), 2^{-\Omega(n)}\) two-source extractor assuming a 1-non-malleable extractor with seed-length \( d = 2 \log(1/\varepsilon) + o(n) \). Li’s work is orthogonal to ours. First, it asks for small seed dependence on the error: the seed-length of the non-malleable extractor has to be at most 2.001, while we look on the dependence on \( t \). Also, it achieves limited parameters (even assuming non-explicit constructions) that are close to those in Bourgain’s construction, and it is also close in spirit to Bourgain’s construction.
We believe this result reveals an intrinsic connection between the dependence of the seed-length of a non-malleable extractor on the non-malleability parameter $t$ and the quality of low-error two-source extractors, and is the first work to draw attention to the important problem of the dependence of the seed-length on $t$ in explicit construction.

### 4.2 The Construction

#### 4.2.1 The overall structure

Given:

\[
\text{nmExt} : \{0,1\}^{n_1} \times [D] \to \{0,1\}^m \\
\Gamma : \{0,1\}^{n_2} \times [t+1] \to [D]
\]

We define \(2\text{Ext} : \{0,1\}^{n_1} \times \{0,1\}^{n_2} \to \{0,1\}^m\) by

\[
2\text{Ext}(x_1, x_2) = \bigoplus_{y : \exists i \text{ s.t. } \Gamma(x_2, i) = y} \text{nmExt}(x_1, y).
\]

**Theorem 4.2.1.** Assume \(\text{nmExt}\) is a \((k_1, \varepsilon_1)\) t-non-malleable extractor and \(\Gamma\) is a \((B_2, \sqrt{\varepsilon_1}D)\) disperser. Then, for every \(k_2\), \(2\text{Ext}\) is a \((n_1, k_1), (n_2, k_2), \frac{B_2}{K_2} + \sqrt{\varepsilon_1}\) two-source extractor.

**Proof.** Let \(X_1\) be an \((n_1, k_1)\) source and \(X_2\) an \((n_2, k_2)\) source. Without loss of generality \(X_1\) and \(X_2\) are flat. As \(\text{nmExt}\) is t-non-malleable, by Lemma 2.4.2 there exists a set \(\text{Bad}_1 \subseteq [D]\) with \(\rho(BAD_1) \leq \sqrt{\varepsilon_1}\) such that for every \(y \notin \text{Bad}_1\) and every \(y_1, \ldots, y_t \in [D] \setminus \{y\}\),

\[
\left| \left( \text{nmExt}(X, y), \text{nmExt}(X, y_i) \right)_{i \in [t]} - \left( U_m, \text{nmExt}(X, y_i) \right)_{i \in [t]} \right| \leq \sqrt{\varepsilon_1}.
\]

Let \(\text{Bad}_2 \subseteq [N_2]\) be

\[
\text{Bad}_2 = \{ x_2 \in \{0,1\}^{n_2} : \Gamma(x_2) \subseteq \text{Bad}_1 \}.
\]

Thus, \(\Gamma(\text{Bad}_2) \subseteq \text{Bad}_1\). Since \(|\text{Bad}_1| \leq \sqrt{\varepsilon_1}D\) and \(\Gamma_2\) is a \((B_2, \sqrt{\varepsilon_1}D)\) disperser, it follows that \(|\text{Bad}_2| \leq B_2\). However, for any \(x_2 \in \{0,1\}^{n_2} \setminus \text{Bad}_2\), there exists an \(i \in [t+1]\) such that \(y = \Gamma(x_2, i) \notin \text{Bad}_1\). Hence,

\[
\left| \left( \text{nmExt}(X, y), \text{nmExt}(X, y_j) \right)_{y_j \in \Gamma(x_2) \setminus \{y\}} - \left( U_m, \text{nmExt}(X, y_j) \right)_{y_j \notin \Gamma(x_2) \setminus \{y\}} \right| \leq \sqrt{\varepsilon_1}.
\]

Thus,

\[
\left| \bigoplus_{y : \exists i \text{ s.t. } \Gamma(x_2, i) = y} \text{nmExt}(x_1, y) - U_m \right| \leq \sqrt{\varepsilon_1}.
\]

Altogether, the error is at most \(\frac{|\text{Bad}_2|}{K_2} + \sqrt{\varepsilon_1}\) and the proof is complete. \qed
4.2.2 The activation threshold

In the previous subsection we assumed the existence of a \((B_2, \sqrt{\varepsilon_1}D)\) disperser \(\Gamma\) and a \(t\)-non-malleable extractor \(\text{nmExt}\). However,

- The degree \(D_2\) of the disperser \(\Gamma\) affects the non-malleability parameter \(t\) of the extractor, because the argument requires \(t \geq D_2 - 1\),
- The non-malleability parameter \(t\) affects the degree \(2^d = D\) of the extractor, because intuitively, the greater \(t\) is the greater the degree has to be,
- The degree \(D\) determines \(|\text{Bad}_1| = \sqrt{\varepsilon_1}D\), and,
- The size \(B_1\) of the set \(\text{Bad}_1\) determines the degree of the disperser \(\Gamma\) as \(D_2 = O\left(\frac{\log \frac{N_2}{B_2}}{\log \frac{B_1}{B_1}}\right)\), and up to a multiplicative factor this is also a lower bound on \(D_2\).

Thus we have a circular dependence and it is not clear at all that such a construction is even possible. Indeed, as we shall see, if the seed-length of \(\text{nmExt}\) is larger than \(t \log(\frac{1}{\varepsilon_1})\) such a construction is impossible. However, at least non-explicitly, better non-malleable extractors exist that comfortably suffice for the construction. Our goal in this section is to determine which dependence of the seed-length on \(t\) and \(\varepsilon_1\) suffices for the construction.

4.2.3 The analysis fails when \(d \geq ct \log(\frac{1}{\varepsilon})\) for some constant \(c\)

Lemma 4.2.2. Suppose

\[
\text{nmExt} : \{0, 1\}^{n_1} \times [D] \rightarrow \{0, 1\}^m \\
\Gamma : \{0, 1\}^{n_2} \times [t + 1] \rightarrow [D]
\]

are such that \(\text{nmExt}\) is a \((k_1, \varepsilon_1)\) \(t\)-non-malleable extractor and \(\Gamma\) is any \((B_2, B_1 = \sqrt{\varepsilon_1}D)\) disperser, as required by Theorem 4.2.1. Suppose Theorem 4.2.1 gives that

\[
\text{2Ext} : \{0, 1\}^{n_1} \times \{0, 1\}^{n_2} \rightarrow \{0, 1\}^m
\]

is an \(((n_1, k_1), (n_2, k_2), 2\sqrt{\varepsilon_1})\) two-source extractor with \(K_2 < \sqrt{N_2}\). Then, \(\log_{1/\varepsilon_1} D \leq \frac{t+1}{c_0}\), where \(c_0\) is the constant guaranteed by Theorem 2.3.3.

Proof. We first give some easy bounds on the parameters:

- \(B_2 \leq K_2\), for otherwise Theorem 2.3.4 constructs \(\text{2Ext}\) with the trivial error 1.
- Also, \(tB_2 \geq B_1\), for otherwise we can take a set \(A \subseteq \{0, 1\}^{n_2}\) of cardinality \(B_2\) and the size of its neighbor set is at most \(B_2t < B_1\) violating the disperser property.
- Finally, \(\frac{B_1}{t} \geq \sqrt{B_1}\) because otherwise \(\sqrt{B_1} < t\) and then

\[
D_1 = \frac{B_1}{\sqrt{\varepsilon_1}} < \frac{t^2}{\sqrt{\varepsilon_1}} \leq \frac{n_1^2}{\sqrt{\varepsilon_1}} \leq \frac{1}{\varepsilon_1^2},
\]

where the last inequality follows from the assumption on \(\varepsilon_1\). This contradicts the lower-bound for extractors [RTS00].
Together,
\[ \frac{N_2}{B_2} \geq \frac{N_2}{K_2} \geq K_2 \geq B_2 \geq \frac{B_1}{t} \geq \sqrt{B_1} = \sqrt{\varepsilon_1}D, \]
and \( \frac{D}{B_1} = \frac{1}{\sqrt{\varepsilon_1}}. \) Now, \( \Gamma : \{0,1\}^{n_2} \times [t+1] \rightarrow [D] \) is a \((B_2, B_1 = \sqrt{\varepsilon_1}D)\) disperser and therefore by Theorem 2.3.3 it has degree at least \( c_0 \cdot \frac{\log N_2}{\log B_1} \) for some constant \( c_0. \) Therefore,
\[
t + 1 \geq c_0 \cdot \frac{\log N_2}{\log D} \geq c_0 \cdot \frac{\log \sqrt{\varepsilon_1}D}{\log \frac{1}{\sqrt{\varepsilon_1}}}
= 2c_0 \cdot \log_{1/\varepsilon_1}(\sqrt{\varepsilon_1}D) = 2c_0 \cdot (\log_{1/\varepsilon_1} D - 1/2) \geq c_0 \log_{1/\varepsilon_1} D.
\]
\( \square \)

The analysis in the above proof is quite tight and in the next subsection we prove the converse (which also entails Theorem 4.1.3).

### 4.2.4 When \( d = O(t \log(\frac{1}{\varepsilon})) \)

**Lemma 4.2.3.** Let \( \varepsilon_1 \leq \frac{1}{n} \). Suppose there exists an explicit

\[ \text{nmExt} : \{0,1\}^{n_1} \times [D_1] \rightarrow \{0,1\}^m \]

that is a \((k_1, \varepsilon_1)\) \( t \)-non-malleable extractor with \( \log_{1/\varepsilon_1} D_1 \leq \frac{\alpha}{\varepsilon_{\text{Disp}}} t \) for some constant \( \alpha > 0 \), some constant \( t \) and some \( k_1 \). Then, there exists an explicit function

\[ \text{2Ext} : \{0,1\}^{n_1} \times \{0,1\}^{n_2} \rightarrow \{0,1\}^m \]

that is a \(((n_1, k_1), (n_2 = \frac{4}{\alpha}d_1, k_2 = \alpha n_2), 2\sqrt{\varepsilon_1})\) two-source extractor.

**Proof.** Fix \( t \) as in the hypothesis of the lemma. Set \( D \) such that \( \log_{1/\varepsilon_1} D = \frac{\alpha t}{\varepsilon_{\text{Disp}}} \). Let

\[ \Gamma : [N_2 = D^{4/\alpha}] \times [D_2] \rightarrow [D] \]

be the \((B_2 = D^2, B_1 = \sqrt{\varepsilon_1}D)\) disperser promised to us by Theorem 2.3.4 for \( a = \frac{\alpha}{2} \) (because \( B_2 = N_2^a \)) and \( b = \frac{1}{2} \) (because \( D = B_2^b \)). By Theorem 2.3.4 the degree \( D_2 \) of \( \Gamma \) is

\[ D_2 = c_{\text{Disp}} \cdot \frac{\log N_2}{\log D} = c_{\text{Disp}} \cdot \frac{\frac{4(1-a)}{\alpha} \log D}{\log \frac{1}{\varepsilon_1}} \]

\[ = c_{\text{Disp}} \cdot \left( \frac{1}{\alpha} - \frac{1}{2} \right) \frac{8 \log D}{\log 1/\varepsilon_1} = c_{\text{Disp}} \cdot \left( \frac{8}{\alpha} - 4 \right) \log_{1/\varepsilon_1} D \]

\[ = c_{\text{Disp}} \cdot \left( \frac{8}{\alpha} - 4 \right) \frac{\alpha t}{\varepsilon_{\text{Disp}}} = \left( 1 - \frac{\alpha}{2} \right) t < t. \]

Let

\[ \text{nmExt} : \{0,1\}^{n_1} \times [D_1] \rightarrow \{0,1\}^m \]
be the explicit \((k_1, \varepsilon_1)\) \(t\)-non-malleable extractor with \(\log_{1/\varepsilon_1} D_1 \leq \frac{\alpha}{8\epsilon_{disp}} t = \log_{1/\varepsilon_1} D\) promised by the hypothesis of the lemma. As \(\frac{1}{\varepsilon} \geq 1\), we see that \(D_1 \leq D\) and we may take \(D_1\) larger so that it equals \(D\).

Now, let
\[
2\text{Ext}: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \rightarrow \{0,1\}^m
\]
be constructed from \(nm\text{Ext}\) and \(\Gamma\) as above. As \(nm\text{Ext}\) is a \((k_1, \varepsilon_1)\) \(t\)-non-malleable extractor and \(\Gamma\) is a \((B_2, \sqrt{\varepsilon_1} D_1)\) disperser, Theorem 4.2.1 tells us that for every \(k_2\), \(2\text{Ext}\) is a \(((n_1, k_1), (n_2, k_2), \frac{B_2}{K_2} + \sqrt{\varepsilon_1})\) two-source extractor. Taking \(k_2 = \alpha n_2\),
\[
\frac{B_2}{K_2} + \sqrt{\varepsilon_1} = \frac{D_1^2}{D^2} + \sqrt{\varepsilon_1} = \frac{1}{D_1} + \sqrt{\varepsilon_1}.
\]

But \(D_1 \geq \frac{1}{\varepsilon_1}\) (this is true for any seeded extractor \([RTS00]\)). Altogether the error is at most \(\sqrt{\varepsilon_1} + \frac{1}{\varepsilon_1} \leq 2\sqrt{\varepsilon_1}. \)

\[\square\]

### 4.2.5 When \(d = O(t^\alpha \log \frac{1}{\varepsilon})\)

A careful examination of the parameters shows that if the dependence of \(d_1\) on \(t\) is better, our scheme yields a two-source extractor that supports even smaller min-entropies. Roughly speaking, if \(\log_{1/\varepsilon_1} D_1 = t^\alpha\) for some \(\alpha < 1\) we can support some polynomially-small min-entropy \(k_2 = n_2^\beta\), instead of only supporting min-entropies of constant rate. Specifically:

**Lemma 4.2.4.** Let \(\varepsilon_1 \leq \frac{1}{n}\). There exists a constant \(\beta_0 < 1\) such that for every \(\beta_0 < \beta < 1\) there exist constants \(\alpha < 1\) and \(\gamma > 1\) so that the following holds. Suppose there exists an explicit
\[
\text{nmExt}: \{0,1\}^{n_1} \times [D_1] \rightarrow \{0,1\}^m
\]
that is a \((k, \varepsilon_1)\) \(t\)-non-malleable extractor with \(\log_{1/\varepsilon_1} D_1 \leq t^\alpha\) for some \(k_1\), and \(t\) which is a large enough polynomial in \(\log \frac{1}{\varepsilon_1}\). Then there exists an explicit
\[
2\text{Ext}: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \rightarrow \{0,1\}^m
\]
that is a \(((n_1, k_1), (n_2 = d_1^\beta, k_2 = n_2^{\beta}, 2\sqrt{\varepsilon_1})\) two-source extractor.

The proof is similar to the proof of Lemma 4.2.3. However, it is no longer true that \(K_2\) is a constant power of \(N_2\), so we should be more careful with the parameters of Zuckerman’s disperser. Particularly, in this regime of parameters, the degree \(D_2\) (and consequently \(t\)) is no longer constant but will be poly-logarithmic in \(\frac{1}{\varepsilon}\). The following Theorem extends Theorem 2.3.4 for the more general case.

**Theorem 4.2.5 ([Zuc07]).** There exist constants \(c_1, c_2 > 1\) such that the following holds. For every \(0 < \delta < 1\), \(N, K = N^\delta, M \leq N^{\delta_2}\) and \(K' < M\) there exists an efficient family of \((K, K')\) dispersers
\[
\Gamma: [N] \times [D] \rightarrow [M]
\]
with degree \(D = \left(\frac{1}{\delta}\right)^{c_1} \cdot \frac{n}{\log \frac{1}{\varepsilon}}\).
We are now ready to prove Lemma 4.2.4.

**Proof.** Let $c_1$ and $c_2$ be as in Theorem 4.2.5. Set $\beta_0 = 1 - \frac{1}{\epsilon^2}$ and fix some $\beta_0 < \beta < 1$. Fix $t$ as in the hypothesis of the lemma. Set $D$ such that $\log_{1/\epsilon_1} D = t^\alpha$ for $\alpha = \alpha(\beta)$ we will soon explicitly determine. Let

$$\Gamma: [N_2 = D^{1/\delta^2}] \times [D_2] \to [D]$$

be the $(B_2 = N_2^\beta, B_1 = \sqrt{\epsilon_1} D)$ disperser promised to us by Theorem 4.2.5, for $\delta = \frac{1}{2} n_2^{-(1-\beta)}$. Notice that $b_2 = \delta n_2 = \frac{1}{2} n_2^\beta$ and set $k_2 = 2b_2 = n_2^\beta$. Also, observe that $n_2 = \frac{1}{\delta^2} d = (2^{c_2} d)\gamma'$ for

$$\gamma' = \frac{1}{1-c_2(1-\beta)}.$$ 

As $\beta > \beta_0$ we see that $\gamma' > 1$. It follows that $n_2 = d^\gamma$ for some $\gamma' < \gamma < 2\gamma'$.

By Theorem 4.2.5, the degree $D_2$ of $\Gamma$ is

$$D_2 = \left(\frac{1}{\delta}\right)^{c_1} \frac{n_2}{\log_D D} = \left(\frac{1}{\delta}\right)^{c_1} \frac{2 n_2}{\log(1/\epsilon_1)}$$

$$= \left(2 n_2^{-\beta}\right)^{c_1} \frac{2 \cdot n_2}{\log(1/\epsilon_1)} = 2^{c_1+1} \cdot \frac{n_2^{1+c_1(1-\beta)}}{\log(1/\epsilon_1)} = 2^{c_1+1} \cdot \frac{(\log D)^{(1+c_1(1-\beta))}}{\log(1/\epsilon_1)}.$$ 

Set $\xi = \gamma(1 + c_1(1-\beta)) > 1$ and $\alpha = \frac{1}{2\xi}$ (note that $\alpha$ is in fact a function of $\beta$). We get that:

$$D_2 = 2^{c_1+1} \frac{\log^\xi D}{\log(1/\epsilon_1)} = 2^{c_1+1} \left(\log^\xi - \frac{1}{\epsilon_1}\right) \left(\log_{1/\epsilon_1} D\right)^\xi = 2^{c_1+1} \left(\log^{\xi-1} 1\right) t^{\alpha \xi}.$$

Now, note that $t^{\alpha \xi} = \sqrt{t}$, so $D_2 < t$ as long as $t > 4^{c_1+1} \log^{2(\xi-1)} \frac{1}{\epsilon_1}$.

Let

$$\text{nmExt}: \{0,1\}^{n_1} \times [D_1] \to \{0,1\}^m$$

be the explicit $(k_1, \epsilon_1)$ $t$-non-malleable extractor with $\log_{1/\epsilon_1} D_1 = t^\alpha = \log_{1/\epsilon_1} D$ promised by the hypothesis of the lemma. Again, we can take $D_1 = D$.

Now let

$$2\text{Ext}: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \to \{0,1\}^m$$

be constructed from $\text{nmExt}$ and $\Gamma$ as in Section 4.2.1. We have that $\text{nmExt}$ is a $(k_1, \epsilon_1)$ $t$-non-malleable extractor and $\Gamma$ is a $(B_2, \sqrt{\epsilon_1} D_1)$ disperser, so by Theorem 4.2.1, $2\text{Ext}$ is a $((n_1, k_1), (n_2, k_2), \frac{B_2}{K_2} + \sqrt{\epsilon_1})$ two-source extractor.

In our case, $\frac{B_2}{K_2} = 2^{b_2-k_2} = 2^{-b_2}$. We stress that $b_2 \geq \frac{1}{2} \log(\frac{1}{\epsilon_1})$. To see this, note that $2b_2 = n_2^\beta = d_1^{\gamma}$. As $\beta \gamma \geq \beta \gamma' = \frac{\beta}{1-c_2(1-\beta)} > 1$, and $d_1 \geq 2 \log(\frac{1}{\epsilon_1})$ (again, this is true for any seeded extractor), we finally have that $2b_2 \geq d_1 > \log(\frac{1}{\epsilon_1})$. Overall,

$$\frac{B_2}{K_2} + \sqrt{\epsilon_1} \leq 2 \sqrt{\epsilon_1}$$

and we are done. □
Next, we show that we can balance the above two-source extractor (i.e., \( n_1 = n_2 \)) by choosing the error \( \varepsilon_1 \) appropriately and assuming \( k_1 \) is small enough. The resulting two-source extractor supports polynomially-small min-entropies from both sources. Formally:

**Corollary 4.2.6.** Let \( \varepsilon_1 \leq \frac{1}{n} \). There exists a constant \( \beta_0 < 1 \) such that for every \( \beta_0 < \beta < 1 \) there exists a constant \( \alpha < 1 \) so that the following holds. Suppose there exists an explicit

\[
\text{nmExt} : \{0,1\}^{n_1} \times [D_1] \to \{0,1\}^m
\]

that is a \((k_1, \varepsilon_1)\) \( t \)-non-malleable extractor with \( \log_{1/\varepsilon_1} D_1 \leq t^\alpha \) for some \( k_1 \leq d_1 \), and \( t \) which is a large enough polynomial in \( \log(\frac{1}{\varepsilon_1}) \). Then there exists an explicit

\[
\text{2Ext} : \{0,1\}^{n} \times \{0,1\}^n \to \{0,1\}^m
\]

that is an \(((n, k = k_1), (n, k), \varepsilon)\) two-source extractor for \( k = n^\beta \) and \( \varepsilon = 2^{-n^{\Omega(1)}} \).

**Proof.** Following the notations of Lemma 4.2.4, let \( \beta_0, \alpha, \gamma \) be the constants set according to \( \beta \). Let \( \text{2Ext} : \{0,1\}^{n_1} \times \{0,1\}^{n_2} \to \{0,1\}^m \) be the explicit \(((n_1, k_1), (n_2 = d_1', k_2 = n_2^\beta), 2\sqrt{\varepsilon_1})\) two-source extractor that is guaranteed to us.

We require \( n = n_1 = n_2 = d_1' \), so as \( d_1 = t^\alpha \log(\frac{1}{\varepsilon_1}) \leq t \log(\frac{1}{\varepsilon_1}) \) and \( t \) is polynomial in \( \log(\frac{1}{\varepsilon_1}) \), denote \( t \log \frac{1}{\varepsilon_1} = \log^{\eta'} \frac{1}{\varepsilon_1} \) and \( n = \log^n \frac{1}{\varepsilon_1} \) for some large enough constants \( \eta', \eta = \gamma \eta' \). This guarantees that \( \varepsilon = 2\sqrt{\varepsilon_1} = 2^{-n^{\Omega(1)}} \).

Next, note that \( k_1 \leq d_1 \) and \( k_1 = n_1^{\frac{1}{2}} \). Indeed, \( n_1^{\frac{1}{2}} \leq n^\beta \) since we already observed in the proof of Lemma 4.2.4 that \( \gamma \beta \geq 1 \). Overall \( k_1 \leq n^\beta \) for every \( \beta > \beta_0 \). As by construction \( k_2 = n_2^\beta \) for every \( \beta > \beta_0 \) as well, the proof is concluded. \( \square \)

### 4.3 The Seed’s Dependence on the Non-Malleability

In this section we extend the [DW09] result, where non-malleability was considered only in the case of \( t = 1 \). We repeat Theorem 4.1.4 and prove:

**Theorem 4.3.1.** Let \( n, k, t \) and \( \varepsilon \) be such that \( k \geq (t+1)m + 2 \log \frac{1}{\varepsilon} + \log d + 4 \log t + 3 \). There exist a \((k, \varepsilon)\) \( t \)-non-malleable extractor \text{nmExt} : \{0,1\}^n \times \{0,1\}^d \to \{0,1\}^m \) with \( d \leq 2 \log \frac{1}{\varepsilon} + \log(n-k) + 2 \log(t+1) + 3 \).

This was also independently proved by Cohen and Shinkar [CS17].

**Proof.** Choose a function \text{nmExt} : \([N] \times [D] \to [M] \) uniformly at random. Fix a flat source \( X \) (which we identify with a subset \( X \subseteq [N] \) of size \( K \)), \( t \) functions \( f_1, \ldots, f_t : [D] \to [D] \) with no fixed-points and a distinguisher function \( D : \{0,1\}^{(t+1)m+d} \to \{0,1\} \). We want to bound the probability (over \text{nmExt}) that

\[
\Pr[D(\text{nmExt}(X,Y), \text{nmExt}(X,f_1(Y)), \ldots, E(\text{nmExt}, f_t(Y)), Y) = 1] - \\
\Pr[D(U_m, \text{nmExt}(X,f_1(Y)), \ldots, \text{nmExt}(X,f_t(Y)), Y) = 1] > \varepsilon.
\]
For every $y \in [D]$ and $z_1, \ldots, z_t \in [M]$, define
\[
\text{Count}(y, z_1, \ldots, z_t) = \{|z \in [M] : \mathcal{D}(z, z_1, \ldots, z_t, y) = 1\}.
\]

For every $x \in X$ and $y \in [D]$, define the following random variables (where the randomness comes from $\text{nmExt}$):
\[
\begin{align*}
L(x, y) &= \mathcal{D}(\text{nmExt}(x, y), \text{nmExt}(x, f_1(y)), \ldots, \text{nmExt}(x, f_t(y)), y) \\
R(x, y) &= \frac{1}{M} \cdot \text{Count}(y, \text{nmExt}(x, f_1(y)), \ldots, \text{nmExt}(x, f_t(y))) \\
Q(x, y) &= L(x, y) - R(x, y) \\
\overline{Q} &= \frac{1}{KD} \sum_{x \in X, y \in [D]} Q(x, y).
\end{align*}
\]

As we mentioned above, we want to bound $\Pr[\overline{Q} > \varepsilon]$. Notice that for every $x \in X$ and $y \in [D]$, due to the fact that $f_1, \ldots, f_t$ have no fixed points, we have that $\mathbb{E}[L(x, y)] = \mathbb{E}[R(x, y)]$ and thus $\mathbb{E}[\overline{Q}] = 0$. However, the values of $Q$ on different inputs are not independent.

To see why the $Q$-s are not independent, think for example about the case where $t = 2$ and $y$ is such that $f_2(f_1(y)) = y$. In such a scenario,
\[
\begin{align*}
L(x, y) &= \mathcal{D}(\text{nmExt}(x, y), \text{nmExt}(x, f_1(y)), \text{nmExt}(x, f_2(y)), y) \\
L(x, f_1(y)) &= \mathcal{D}(\text{nmExt}(x, f_1(y)), \text{nmExt}(x, f_1(f_1(y))), \text{nmExt}(x, y), f_1(y)),
\end{align*}
\]
so, depending on $\mathcal{D}$, $Q(x, y)$ and $Q(x, f_1(y))$ may not be independent. Luckily, it is sufficient to disregard such cycles in order to obtain sufficient “independence”.

Let $G = (V = [D], E)$ be a directed graph (multiple edges allowed) such that
\[
E = \{(y, f_k(y)) : y \in [D], k \in [t]\},
\]
so the out-degree of every vertex is exactly $t$.

**Lemma 4.3.2.** Assume that there exists a subset $V' \subseteq V$ such that the induced subgraph $G' \subseteq G$ is acyclic. Then, the set $\{Q(x, y)\}_{x \in X, y \in V'}$ can be enumerated by $Q_1, \ldots, Q_m = K|V'|$ such that
\[
\mathbb{E}[Q_i | Q_1, \ldots, Q_{i-1}] = 0
\]
for every $i \in [m]$.

**Proof.** $G'$ is acyclic so it induces a partial order on $V'$. Use this partial order to induce a total order on $\{1, \ldots, m\}$ such that if $(y, y') \in E$ and $Q_j = Q(x, y')$, $Q_i = Q(x, y)$ then $j \leq i$.

Fix some $i \in [m]$ and assume $Q_i = Q(x, y)$. The key point is that the variables $Q_1, \ldots, Q_{i-1}$ never query $\text{nmExt}$ on the input $(x, y)$. Conditioned on any choice of the value of $\text{nmExt}$ for all points other than $(x, y)$, denote them by $e_1, \ldots, e_t$, we have that
\[
\mathbb{E}[Q_i] = \mathbb{E}\left[\mathcal{D}(\text{nmExt}(x, y), e_1, \ldots, e_t, y) - \frac{1}{M} \cdot \text{Count}(y, e_1, \ldots, e_t)\right] = 0,
\]
and as we noted, $Q_1, \ldots, Q_{i-1}$ are deterministic functions of $\text{nmExt}$ and independent of $\text{nmExt}(x, y)$. 

\[49\]
We now need a partition of the vertices of $G$ into acyclic induced subgraphs. The following lemma shows that such a partition exists with a small number of sets.

**Lemma 4.3.3 ([NL82]).** For any directed graph $G = (V, E)$ with maximum out-degree $t$ (multiple edges allowed), there exists a partition $V = V_1 \cup \ldots \cup V_{t+1}$ such that for every $i \in [t+1]$, the subgraph of $G$ induced by $V_i$ is acyclic.

In light of the above two lemmas, there exists a partition of $\{Q(x, y)\}_{x, y \in [D]}$ to $t + 1$ sets $\{Q_1, \ldots, Q_{s_1}\}, \ldots, \{Q_i, \ldots, Q_{s_i}\}$ such that for every $k \in [t+1]$ and $i \in [s_k]$, $\mathbb{E}[Q^k_i | Q^1_1, \ldots, Q^k_{k-1}] = 0$. Now, define $S^k_i = \sum_{j=1}^i Q^k_j$ and note that every sequence $S^k_1, \ldots, S^k_{s_k}$ is a martingale. Also, $|S^k_i - S^k_{i-1}| = |Q^k_i| \leq 1$ with probability 1. Thus, using Azuma’s inequality,

\[
\Pr[\mathbb{Q} > \varepsilon] = \Pr \left[ \sum_{k=1}^{t+1} S^k_{s_k} > \varepsilon KD \right] \leq \sum_{k=1}^{t+1} \Pr \left[ S^k_{s_k} > \frac{\varepsilon KD}{t+1} \right]
\leq \sum_{k=1}^{t+1} \exp \left( -\frac{(\frac{\varepsilon KD}{t+1})^2}{2 \cdot s_k} \right) \leq (t + 1)e^{-\frac{\varepsilon^2 KD}{2(t+1)^2}},
\]

where the last inequality follows from the fact that $s_k \leq KD$.

To complete our analysis, we require $E$ to work for any $X, f_1, \ldots, f_t$ and $D$. By the union bound, the probability for a random $E$ to fail, denote it by $p_E$, is given by

\[
p_E \leq \binom{N}{K} D^t d^{2D \cdot M^{t+1}} (t + 1)e^{-\frac{\varepsilon^2 KD}{2(t+1)^2}} \leq 2^{K \log \left( \frac{Ne}{K} \right) + td + D M^{t+1} + \log(t+1) - \frac{\varepsilon^2 KD \log e}{2(t+1)^2}} \leq 2^{K(n-k+2) + td + D M^{t+1} + \log(t+1) - \frac{\varepsilon^2 KD}{2(t+1)^2}}.
\]

To prove that $p_E < 1$ (in fact this will show $p_E \ll 1$) it is sufficient to prove that:

1. $K(n - k + 2) \leq \frac{\varepsilon^2 KD}{8(t+1)^2}$.
2. $D(td + M^{t+1}) + \log(t+1) \leq \frac{\varepsilon^2 KD}{8(t+1)^2}$, or alternatively $D(2td + M^{t+1}) \leq \frac{\varepsilon^2 KD}{8(t+1)^2}$.

Item (1) is true whenever

\[
D \geq \frac{8(t+1)^2(n - k + 2)}{\varepsilon^2}.
\]

Item (2) is true whenever

\[
K \geq \frac{8(t+1)^2(2td + M^{t+1})}{\varepsilon^2}.
\]

The bounds on $d$ and $k$ follow from the above two inequalities.
Chapter 5

Low-Error Two-Source Condensers

As we discussed in previous chapters, the Chattopadhyay and Zuckerman two-source extractors for \( n \)-bit sources and error \( \varepsilon \) supporting low min-entropy run in time \( \text{poly}(n/\varepsilon) \). This means that with polynomial-time constructions, only polynomially-small errors are possible. Constructions that followed, supporting even lower entropies, did not improve upon the error guarantee and indeed in Chapter 4 we examined the low-error problem and gave a conditional solution.

Our main result in this chapter is an unconditional, \( \text{poly}(n, \log(1/\varepsilon)) \)-time computable two-source condenser. For any \( k \geq \text{polylog}(n/\varepsilon) \), our condenser transforms two independent \((n, k)\) sources to a distribution over \( m = k - O(\log(1/\varepsilon)) \) bits that is \( \varepsilon \)-close to having min-entropy \( m - o(\log(1/\varepsilon)) \). Hence, achieving entropy gap of \( o(\log(1/\varepsilon)) \).

Recall that the bottleneck for obtaining low error in recent constructions of two-source extractors lies in the use of resilient functions: The error of a resilient function that receives input bits from \( r \) players cannot be smaller than \( 1/r \). This, in return, forces the running time of the construction to be polynomial in \( 1/\varepsilon \).

A key component in our construction in this chapter is a variant of resilient functions which we call entropy-resilient functions. This variant can be seen as playing the above game for several rounds. The goal of the corrupted players is to reduce, with as high probability as they can, the min-entropy accumulated throughout the rounds. We show that while the bias decreases only polynomially with the number of players in a one-round game, their success probability decreases exponentially in the entropy gap they are attempting to incur in a repeated game.

5.1 Introduction

5.1.1 Entropy-resilient functions

As discussed in Section 4.1.2, the [CZ16] extractor and subsequent constructions are not strongly polynomial-time, and, in particular, the error guarantee cannot be taken to be sub-polynomial in \( n \) while maintaining \( \text{poly}(n) \) running-time. In Chapter 4, we showed that if certain \( t \)-non-malleable extractors can be explicitly constructed then resilient functions can be replaced by the parity function (which is not resilient at all) and low-error two-source
extractors with low min-entropy requirement can be obtained. However, it is not known how
to explicitly construct such \( t \)-non-malleable extractors.

to obtain our condenser, we extend the notion of resilient functions to functions output-
ning many bits. Informally speaking, instead of considering an \( r \)-player game in which
the bad players try to bias the output, we study a repeated game version in which the \( r \)
players play for \( m \) rounds. The bad players attempt to decrease, with as high probability as
they can, the min-entropy of the \( m \)-bit outcome (and we will even allow the bad players to
cast their votes after the good players played all rounds).

Recall that, by \([\text{K KL}88]\), when \( m = 1 \), even a single player can bias the result by \( \Omega(\log_r r) \).

Put differently, viewing this bias as the error of a deterministic extractor, the error is bound
to be at least polynomially-small in the number of players. Our key insight is that when
\( m \) becomes large, the probability that the bad players can reduce \( g \) bits of entropy from
the output (creating an “entropy gap” of \( g \)) is exponentially small in \( g \). We further show
that this holds for a specific function \( f \), induced by the Ajtai-Linial function, even when
the honest players are only \( t \)-wise independent (for \( t = \text{polylog}(r/\varepsilon) \)). Our analysis uses and
extends ideas from \([\text{CZ16}]\).

5.1.2 The two-source condensers we obtain

The main result in this chapter is an explicit construction of a two-source condenser with
low error and small entropy gap, outputting almost all of the entropy from one source.

\textbf{Definition 5.1.1.} A function \( \text{Cond}: \{0, 1\}^n \times \{0, 1\}^n \to \{0, 1\}^m \) is a two-source condenser for
min-entropy \( k \) with min-entropy gap \( g \) and error guarantee \( \varepsilon \) if for every pair of independent
\((n, k)\) sources, \( \text{Cond}(X, Y) \) is \( \varepsilon \)-close to an \((m, m - g)\)-source.

Note that a two-source extractor is a two-source condenser with entropy gap \( g = 0 \). Thus,
condensers can be seen as a relaxation of extractors in which some, hopefully small, “gap”
of min-entropy in the output distribution is allowed.

Despite having a weaker guarantee, condensers play a key role in the construction of many
types of randomness extractors. We mentioned the role of seeded condensers in constructing
seeded extractors (see Section 2.3.2), but the same is also true for multi-source condensers
and multi-source extractors (see Chapter 3 and also \([\text{BKS}^+10, \text{Zuc}07, \text{Rao}09a, \text{Li}13a]\)).

Most related to our work is a paper by Rao \([\text{Rao}08]\) that, for every \( \delta > 0 \), constructed a \( \text{poly}(n, \log(1/\varepsilon)) \)-time computable two-source condenser\(^1\) for min-entropy \( k = \delta n \) having
\( m = \Omega(\delta n) \) output bits with entropy gap \( g = \text{poly}(1/\delta, \log(1/\varepsilon)) \).

In this chapter, we obtain a strongly polynomial-time construction of a two-source con-
denser with low error and small min-entropy gap.

\textbf{Theorem 5.1.2.} For all integers \( n, k \) and every \( \varepsilon > 0 \) such that \( n \geq k \geq \text{polylog}(\frac{n}{\varepsilon}) \), there
exists a \( \text{poly}(n, \log(1/\varepsilon)) \)-time computable two-source condenser

\[ \text{Cond}: \{0, 1\}^n \times \{0, 1\}^n \to \{0, 1\}^m \]

for min-entropy \( k \), with error guarantee \( \varepsilon \), min-entropy gap \( g = o(\log^2 \frac{1}{\varepsilon}) \), and \( m = k - O(\log(1/\varepsilon)) \) output bits.

\(^1\)To the matter of fact, Rao entitled his construction a “two-source almost extractor” – a suitable name
given its small entropy gap.
Note that the entropy gap $g$ is independent of the entropy $k$ and scales sub-logarithmically with $1/\varepsilon$. We prove Theorem 5.1.2, whose formal statement is given in Theorem 5.4.6, in two steps. First, we construct a two-source condenser with the same guarantees as provided by Theorem 5.1.2, though only with $m = k^\alpha$ output bits, where $0 < \alpha < 1$ is some small universal constant (see Theorem 5.4.2). This part of the construction is based on our study of entropy-resilient functions (Section 5.3) and on the adaptation of the Chattopadhyay-Zuckerman construction for entropy-resilient functions. To reduce the huge entropy loss we incur (i.e., to increase the output length from $k^\alpha$ to $k - O(\log(1/\varepsilon))$), in the second step, we construct a seedless condenser for block-sources – a result that we believe is of independent interest on which we now elaborate.

5.1.3 Seedless condensers for a single block-source

A $(k_1, k_2)$ block-source is a pair of random variables $X_1, X_2$ that, although may be dependent, have the following guarantee. First, $X_1$ is a $k_1$-source, and second, conditioned on any fixing of $X_1$, the random variable $X_2$ has min-entropy $k_2$. Throughout this section, we denote the length of $X_1$ by $n_1$ and the length of $X_2$ by $n_2$. Informally, the notion of a block-source “lies between” a single source and two independent sources. Indeed, any $(k_1, k_2)$ block-source is a $(k_1 + k_2)$-source. Moreover, if $X_1$ is a $k_1$-source and $X_2$ is an independent $k_2$-source then $X_1, X_2$ is a $(k_1, k_2)$ block-source.

Block-sources are key to almost all constructions of seeded extractors as well as to the construction of Ramsey graphs. As mentioned above, there is no one-source extractor, whereas two-source extractors exist even for very low min-entropy. Despite being more structured than a general source, it is a well-known fact that there is no extractor for a single block-source (with non-trivial parameters).

A key component that allows us to increase the output length of our condenser discussed above is a seedless condenser for a single block-source. Let $X_1, X_2$ be a $(k_1, k_2)$ block-source. Write $g = n_2 - k_2$ for the entropy gap of $X_2$. For any given $\varepsilon > 0$, we show how to deterministically transform $X_1, X_2$ to a single $m$-bit random variable, where $m = k_1 - g - O(\log(1/\varepsilon))$, that is $\varepsilon$-close to having min-entropy $m - g - 1$. That is, informally, we are able to condense $X_1$ roughly to its entropy content $k_1$ using (the dependent random variable) $X_2$ while inheriting the entropy gap of $X_2$ both in the resulted entropy gap and entropy loss. We stress that this transformation is deterministic. This demonstrates that despite the well-known fact that a block-source extractor does not exist, a block-source condenser does. For a formal treatment, see Section 5.4.3.

5.1.4 A three-source extractor

An immediate implication of Theorem 5.1.2 are low-error three-source extractors supporting min-entropies $k_1 = k_2 = \text{polylog}(n/\varepsilon)$ and $k_3 = \Omega(\log(1/\varepsilon))$. This is achieved by feeding our condenser’s output $Y = \text{Cond}(X_1, X_2)$ as a seed to a seeded extractor that supports small entropies (see, e.g., Theorem 2.2.3), outputting $\text{Ext}(X_3, Y)$. We can compensate for the tiny entropy gap of $Y$ by employing $\text{Ext}$ with a slightly lower error.
Corollary 5.1.3. For all integers \(n, k, k'\) and every \(\varepsilon > 0\) such that \(n \geq k \geq \text{polylog}(\frac{n}{\varepsilon})\) and \(n \geq k' \geq \Omega(\log \frac{1}{\varepsilon})\) there exists a \(\text{poly}(n, \log(1/\varepsilon))\)-time computable three-source extractor

\[
\text{Ext} : \{0, 1\}^n \times \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\}^m
\]

for min-entropies \(k, k, k'\) and error guarantee \(\varepsilon\), where \(m = k' - O(\log(1/\varepsilon))\).

We note that when \(\varepsilon\) is taken sub-polynomial in \(n\), in which case the two-source extractor of [CZ16] is not polynomial-time computable, Corollary 5.1.3 modestly improves upon known three-source extractors that either require all three-sources to have min-entropy \(\text{polylog}(\frac{n}{\varepsilon})\) [Li15b] or require, for any parameter \(\delta > 0\), min-entropies \(\delta n, \text{poly}(\frac{1}{\delta}) \log(\frac{n}{\varepsilon}), \text{poly}(\frac{1}{\delta}) \log(\frac{\log n}{\varepsilon})\) [Coh16a].

5.2 Preliminaries

5.2.1 Two-source condensers

Definition 5.2.1. A function

\[
\text{Cond} : \{0, 1\}^{n_1} \times \{0, 1\}^{n_2} \rightarrow \{0, 1\}^m
\]

is an \((n_1, k_1), (n_2, k_2) \rightarrow \varepsilon (m, k' = m - g)\) two-source condenser if the following holds. For every \((n_1, k_1)\) source \(X_1\) and an independent \((n_2, k_2)\) source \(X_2\), the output \(\text{Cond}(X_1, X_2)\) is \(\varepsilon\)-close to an \((m, k')\) source. We refer to \(\varepsilon\) as the error guarantee and to \(g\) as the entropy gap of \(\text{Cond}\). \(\Box\)

Definition 5.2.2. A function

\[
\text{Cond} : \{0, 1\}^{n_1} \times \{0, 1\}^{n_2} \rightarrow \{0, 1\}^m
\]

is a strong \((n_1, k_1), (n_2, k_2) \rightarrow_{\varepsilon_1, \varepsilon_2} (m, k')\) two-source condenser (in the first source) if the following holds. For every \((n_1, k_1)\) source \(X_1\) and an independent \((n_2, k_2)\) source \(X_2\), with probability \(1 - \varepsilon_1\) over \(x_1 \sim X_1\), the output \(\text{Cond}(x_1, X_2)\) is \(\varepsilon_2\)-close to an \((m, k')\) source. \(\Box\)

Similarly, one can define, in the natural way, a condenser that is strong in the second source.

5.2.2 Fooling AC circuits

A Boolean circuit is an \(\text{AC}[d, s]\) circuit if it has depth \(d\), size \(s\) and unbounded fan-in. We say that a circuit \(C\) with \(n\) input bits is \(\varepsilon\)-fooled by a distribution \(D\) if \(|C(D) - D(U_n)| \leq \varepsilon\).

Harsha and Srinivasan [HS16], improving upon Braverman’s seminal result [Bra10] (see also [Tal17]) proved:

Theorem 5.2.3 ([HS16]). There exists a constant \(c > 0\) such that the following holds. For all integers \(s, d, t\), any \(\text{AC}[d, s]\) circuit is \(\varepsilon\)-fooled by any \(t\)-wise independent distribution, where \(\varepsilon = 2^{(\log s)^{3d + t - c}}.\)
Definition 5.2.4. Let $X$ be a distribution over $\{0, 1\}^n$. We say bias($X$) ≤ $\varepsilon$ if for every non-empty $S \subseteq [n]$, Pr $[\bigoplus_{i \in S} X_i = 1] \in \left[\frac{1}{2} \pm \varepsilon\right]$.

Lemma 5.2.5 ([Vaz86]). Let $X$ be a distribution over $\{0, 1\}^n$. Then, $|X - U_n| \leq 2^{n/2} \cdot$ bias($X$).

We need a slight generalization of Theorem 5.2.3.

Lemma 5.2.6. There exists a constant $c > 0$ such that the following holds for all integers $n, m, d, s$. Let $C : \{0, 1\}^n \to \{0, 1\}^m$ be an $\text{AC}[d, s]$ circuit. Then, $C$ is $\varepsilon$-fooled by any $t$-wise independent distribution, where $\varepsilon = 2^{(m + \log s)^{3d + c - t}}$.

Proof. Fix $S \subseteq [m]$ and consider the circuit $C_S : \{0, 1\}^n \to \{0, 1\}$ given by

$$C_S(x) = \bigoplus_{i \in S} C(x)_i.$$

As the parity over $|S|$ bits can be expressed as a CNF (or DNF) of at most $2^{|S|}$ terms, $C_S$ is an $\text{AC}[d + 1, s']$ circuit, for $s' = O(s + m 2^m)$. By Theorem 5.2.3, every $t$-wise distribution $\varepsilon'$-fools $C_S$, where $\varepsilon' = 2^{(m + \log s)^{3d + c' - t}}$ for some universal constant $c' > 0$. That is, for every $t$-wise distribution $D$ and non-empty $S \subseteq [m]$, $|C_S(D) - C_S(U_n)| \leq \varepsilon'$. By Lemma 5.2.5,

$$\varepsilon = |C(D) - C(U_n)| \leq 2^{n/2} \varepsilon' = 2^{(m + \log s)^{3d + c - t}}$$

for some universal constant $c > c' > 0$. □

5.3 Entropy-Resilient Functions

We extend the notion of non-oblivious bit-fixing sources from Section 2.1.3 to $\Sigma$-fixing sources.

Definition 5.3.1. Let $\Sigma = \{0, 1\}^m$. A $(q, t)$ non-oblivious $\Sigma$-fixing source $X = (X_1, \ldots, X_r)$ is a random variable over $\Sigma^r = \{0, 1\}^{rm}$ for which there exists a set $R_{\text{bad}} \subseteq [r]$ of cardinality $q' \leq q$ such that:

- The joint distribution of $\{(X_i)_j \mid i \in [r] \setminus R_{\text{bad}}, j \in [m]\}$, denoted by $G_X$, is $t$-wise independent over $\{0, 1\}^{(r - q')m}$; and
- Each of the random variables in $B_X \triangleq \{(X_i)_j\}$ with $i \in R_{\text{bad}}$ and $j \in [m]$ may depend arbitrarily on all other random variables in $G_X$ and $B_X$.

If $t = (r - q')m$ we say $X$ is a $q$-non-oblivious $\Sigma$-fixing source. If $m = 1$ we say $X$ is a bit-fixing source and the definition coincides with the standard definition of non-oblivious bit-fixing sources. When $X$ is clear from context, we write $G$ and $B$ for $G_X$ and $B_X$, respectively. □

Definition 5.3.2. Let $\Sigma = \{0, 1\}^m$. A function $f : \Sigma^r \to \Sigma$ is a $(q, t, g, \varepsilon)$ entropy-resilient function if for every $(q, t)$ non-oblivious $\Sigma$-fixing source $X$ over $\Sigma^r$, the output $f(X)$ is $\varepsilon$-close to an $(m, m - g)$ source. If $g = 0$ we say $f$ is $(q, t, \varepsilon)$ resilient. □
5.3.1 Functions with one output bit

**Definition 5.3.3.** Let \( f: \{0,1\}^r \rightarrow \{0,1\} \) be an arbitrary function. Let \( X \) be a \((q,t)\) non-oblivious bit-fixing source over \( \{0,1\}^r \). Define \( E(f) \) to be the event in which the bits tossed by the good players do not determine the value of the function \( f \). We define the influence of the bad players by \( I(f) = \Pr[E(f)] \).

Previously, we mentioned that Chattopadhyay and Zuckerman [CZ16], followed by an improvement by Meka [Mek17], derandomized the Ajtai-Linial function [AL93]. We rephrase Theorem 2.1.15 using our new notations, and we will also need the fact that their almost-balanced resilient function which is also computable by monotone \( AC^0 \) circuits.

**Theorem 5.3.4 ([CZ16, Mek17]).** For every constant \( 0 < \delta < 1 \), there exists a constant \( c_\delta \geq 1 \) such that for every constant \( c \geq c_\delta \) and integer \( r \) there exists a monotone function \( \text{Res}: \{0,1\}^r \rightarrow \{0,1\} \) such that for every \( t \geq c \log^4 r \),

- For every \((q,t)\)-non-oblivious bit-fixing source \( X \), \( I(\text{Res}) \leq c \cdot \frac{n}{r^2} \).
- For every \( t \)-wise independent distribution \( D \), \( \text{bias}(\text{Res}(D)) \leq r^{-1/c} \).

The function \( \text{Res} \) is computable by a uniform depth 3 monotone circuit of size \( r^c \). Further, the function \( c_\delta(\delta) \) is continuous and monotonically decreasing.

We also make use of the following corollary.

**Corollary 5.3.5.** For every constant \( 0 < \gamma < 1 \) there exist constants \( 0 < \alpha < \beta < 1 \) such that for every integer \( r \) there exists a function \( \text{Res}: \{0,1\}^r \rightarrow \{0,1\} \) which for every \( t \geq \frac{1}{\beta} \log^4 r \) satisfies: For every \((r^{1-\gamma},t)\) non-oblivious bit-fixing source \( X \),

\[
I(\text{Res}) \leq \frac{1}{\beta} \cdot r^{-\alpha},
\]

\[
\text{bias}(\text{Res}(X) \mid \neg E(\text{Res})) \leq \frac{3}{\beta} \cdot r^{-\alpha}.
\]

The function \( \text{Res} \) is computable by a uniform depth 3 monotone circuit of size \( r^{\frac{1}{\beta}} \).

**Proof.** Using the notations of Theorem 5.3.4, assume that for every \( \eta \), \( c_\eta > \frac{1}{2\eta} \) (if not, we can always increases \( c_\eta \)). Given \( \gamma > 0 \), set \( \delta \) to be the constant satisfying the equation \( f(\delta) = \delta - \gamma + \frac{1}{2c_\delta} = 0 \). Such a \( \delta \) exists, as \( f(\delta) \leq 2\delta - \gamma \) and therefore \( f(\delta) < 0 \) when \( \delta \) approaches 0, and \( f(\delta) > 0 \) when \( \delta \) approaches \( \gamma \). Note that by our choice of \( \delta \), it holds that

\[
\delta < \gamma = \delta + \frac{1}{2c_\delta} < \delta + \frac{1}{c_\delta}.
\]

Set \( \alpha = \gamma - \delta > 0 \) and \( \beta = \frac{1}{c_\delta} \). Note that indeed \( \beta > \alpha \).

By Theorem 5.3.4, applied with the constant \( \delta \), it holds that \( I(\text{Res}) \leq c_\delta \frac{1}{r^{1-\gamma}} = \frac{1}{\beta} r^{-\alpha} \). Further, \( \text{bias}(\text{Res}(D)) \leq r^{-\beta} \).

Following similar arguments as in [CZ16], we have that \( \text{bias}(\text{Res}(X)) \leq \frac{1}{\beta} r^{-\alpha} + r^{-\beta} \), so

\[
\text{bias}(\text{Res}(X) \mid \neg E(\text{Res})) \leq \frac{1}{\beta} r^{-\alpha} + r^{-\beta} \leq \frac{3}{\beta} r^{-\alpha}.
\]

\[\Box\]
5.3.2 Functions with multiple output bits

The output bit of a \((q, t, \varepsilon)\) resilient function \(f: \{0,1\}^r \to \{0,1\}\) applied to a \((q, t)\) non-oblivious bit-fixing source is indeed \(\varepsilon\)-close to uniform, but, as shown by [KKL88] even when \(q = 1, \varepsilon\) cannot be smaller that \(\frac{\ln 2}{r}\) (and the simpler bound \(\varepsilon \geq \frac{1}{r}\) is almost trivial). We show that when we output many bits, and allow \(o(\log \frac{1}{\varepsilon})\) entropy gap, we may obtain much smaller error. We do that by exhibiting an entropy-resilient function based on a parallel application of the (derandomized version of the) Ajtai-Linial function.

A construction of an entropy-resilient function. Given a constant \(0 < \gamma < 1\) and integers \(r \geq m\) let \(\text{Res}: \{0,1\}^r \to \{0,1\}\) be the function guaranteed by Corollary 5.3.5 with respect to \(\gamma\). Define \(\Sigma = \{0,1\}^m\) and

\[
\text{EntRes}: \Sigma^r \to \Sigma
\]

as follows. On input \(x \in \Sigma^r\),

\[
\text{EntRes}(x) = (\text{Res}(x_1), \ldots, \text{Res}(x_m)),
\]

where \(x_i\) stands for the \(i\)-th column of \(x\), when we view \(x\) as a \(r \times m\) table.

**Theorem 5.3.6.** For every constant \(0 < \gamma < 1\) there exist constants \(0 < \alpha < \beta < 1\) and \(c' \geq 1\) such that the following holds. For all integers \(r, m \leq r^{\alpha/2}\), every \(\varepsilon > 0\), and every integer \(t \geq (m + \log(r/\varepsilon))^{c'}\), the function \(\text{EntRes}: \Sigma^r \to \Sigma\) is \((q = r^{1-\gamma}, t, g, \varepsilon)\) entropy-resilient with entropy gap \(g = o(\log(1/\varepsilon))\).

The proof of Theorem 5.3.6 is done in two steps. First, in Section 5.3.2.1, we analyze the theorem for the special case in which the distribution \(G_X\) of the given non-oblivious \(\Sigma\)-fixing source \(X\) is uniform. Then, based on that result, in Section 5.3.2.2 we prove Theorem 5.3.6.

5.3.2.1 The uniform case

In this section, we prove the following lemma.

**Lemma 5.3.7.** Keeping the notations of Theorem 5.3.6, the function \(\text{EntRes}: \Sigma^r \to \Sigma\) is \((q = r^{1-\gamma}, g, \varepsilon)\) entropy-resilient with entropy gap

\[
g = c_{\text{ent}_1} \frac{\ln \frac{1}{\varepsilon}}{\ln \ln \frac{1}{\varepsilon} + c_{\text{ent}_2} \ln r} = o(\log(1/\varepsilon))
\]

for some universal constant \(c_{\text{ent}_1} > 0\) and a constant \(c_{\text{ent}_2} > 0\) that depends only on \(\gamma\).

*Proof.* Let \(X\) be a \(q = r^{1-\gamma}\) non-oblivious \(\Sigma\)-fixing source. Let \(R_{\text{bad}} \subseteq [r]\) be the set of bad players, and \(E_i\) the event that the values of the good players in \(X_i\) do not determine the value of \(\text{Res}\). Note that we shall also denote \(E_i\) as an indicator for that event. By Corollary 5.3.5, there exists constants \(0 < \alpha < \beta < 1\) such that

\[
\Pr[E_i = 1] \leq \frac{1}{\beta} \cdot r^{-\alpha}.
\]
for every $i \in [m]$. Observe that the random variables $E_1, \ldots, E_m$ are independent, as the value of $E_i$ depends only on the values of the good players in the $i$-th column, and by assumption all these values are independent of the corresponding values in the other columns. Write

$$\mu = m \cdot \frac{1}{\beta} \cdot r^{-\alpha}$$

and note that since $m \leq r^{\alpha/2}$, $\mu < 1$. Set

$$c = 4 \ln \frac{1}{\mu} \cdot \frac{1}{\ln \ln \frac{1}{\mu}}$$

and observe that $c > 1$. By the Chernoff bound,

$$\Pr \left[ \sum_{i=1}^{m} E_i > c \mu \right] \leq \left( \frac{e^{c-1}}{e^c} \right)^\mu \leq e^{-\frac{c}{2} \mu \ln c} = \varepsilon,$$

where the last inequality follows from the fact that $c \ln c \geq \frac{2 \ln \frac{1}{\mu}}{\mu}$.

By Corollary 5.3.5, for every $i \in [m]$,

$$\text{bias} \left( \text{Res}(X_i) \mid E_i = 0 \right) \leq \frac{3}{\beta} \cdot r^{-\alpha}.$$

Assume that the event $\sum_{i=1}^{m} E_i \leq c \mu$ holds, and let $I \subseteq [m]$, $|I| \geq m - c \mu$ be the set of good columns $I$ for which $E_i = 0$. For every $w \in \{0, 1\}^m$, we have:

$$\Pr[\text{EntRes}(X) = w] \leq \Pr[\text{EntRes}(X)_{I = w}] \leq \left( \frac{1}{2} + \frac{3}{\beta} \cdot r^{-\alpha} \right)^{m-c \mu} \leq 2^{m+c \mu} e^{\frac{c}{2} r^{-\alpha} m} \leq 2^{m+c \mu} 2^{10 \mu}.$$

Now, we have

$$c \mu + 10 \mu \leq 2c \mu \leq \frac{8 \ln \frac{1}{\varepsilon}}{\ln \ln \frac{1}{\varepsilon} + \ln \frac{1}{\mu}} \leq \frac{8 \ln \frac{1}{\varepsilon}}{\ln \ln \frac{1}{\varepsilon} + \frac{4}{\alpha} \ln r} = o \left( \log \frac{1}{\varepsilon} \right).$$

We have shown that except with probability $\varepsilon$, the output $\text{EntRes}(X)$ has min-entropy $m - o(\log(1/\varepsilon))$, as desired. More specifically, the min-entropy in the good columns alone is at least $m - o(\log(1/\varepsilon))$, and we stress that the good columns are not fixed but depend on the sample itself. \hfill \square

### 5.3.2.2 The bounded-independence case – proof of Theorem 5.3.6

Throughout this section, we use the same notations as in Lemma 5.3.7. We are given $X$ that is a $(q, t)$ non-oblivious $\Sigma$-fixing source. We use a similar approach to the one taken in [CZ16]. For the sake of the proof, we:
• Let $GU$ be the distribution in which the good players are jointly uniform, and the bad players are arbitrary.

• Define a small-depth circuit $C'$ that is related to $\text{EntRes}$ so that $H_\infty(\text{EntRes}(X)) \geq H_\infty(C'(X))$.

We will show that $C'(X)$ and $C'(GU)$ are statistically close to each other. Finally, the results of Section 5.3.2.1 proves that except for a small probability, $H_\infty(C'(GU)) \geq m - o(\log(1/\varepsilon))$.

**Proof of Theorem 5.3.6.** Fix a $(q, t)$ non-oblivious $\Sigma$-fixing source $X$. Let $GU$ be the distribution where the good players are jointly uniform, and the bad players are arbitrary. We construct a circuit $C': \{0, 1\}^m \to \{0, 1\}^m$ such that:

$$(C'(x))_i = \begin{cases} \text{EntRes}(x)_i & \text{If } E_i(x) = 0, \\ 0 & \text{Otherwise.} \end{cases}$$

Recall that $E_i$ is fully determined by the good players, and so does $\text{EntRes}(X)_i$ when $E_i = 0$. Hence, $C'$ is fully determined by the good players.

We can write a small-depth circuit computing $C'$. Let $C$ be the depth-3 size $r^{1/\beta}$ circuit that computes the function $\text{Res}: \{0, 1\}^r \to \{0, 1\}$ as guaranteed by Theorem 5.3.4. Construct a circuit for $C'$ as follows:

• For $i \in [m]$ and $b \in \{0, 1\}$ let $C_{i,b}$ be a copy of $C$ where we wire $(x_i)_j$ for every good player $j \in [r]$, and the value $b$ for every bad player.

• The top part contains $m$ comparators, outputting the output of $C_{i,0}$ if the output of $C_{i,0}$ is the same as the output of $C_{i,1}$, and 0 otherwise.

The circuit has depth 4 and size $s'' = O(m r^{1/\beta})$ and its correctness is guaranteed by the fact that $\text{Res}$ is monotone (so it is sufficient to consider the case where the bad players voted unanimously).

By Lemma 5.2.6, $|C'(GU) - C'(X)| \leq 2^{(m+\log r)c'' - t}$ for some large enough universal constant $c'' > 0$. For every $w \in \{0, 1\}^m$:

$$\Pr[\text{EntRes}(X) = w] \leq \Pr[\text{EntRes}(X)_I = w_I] \leq \Pr[C'(X)_I = w_I] \leq \Pr[C'(GU)_I = w_I] + 2^{(m+\log r)c'' - t} \leq 2^{-(m+\frac{8\ln \frac{1}{\delta}}{\ln \ln \frac{1}{\delta} + \frac{2}{\alpha} \ln r})} + 2^{(m+\log r)c'' - t},$$

where in the last inequality we have used Lemma 5.3.7. We can set the constant $c'$ stated in the theorem to be larger than $c''$ and get that

$$\Pr[\text{EntRes}(X) = w] \leq 2 \cdot 2^{-(m+\frac{8\ln \frac{1}{\delta}}{\ln \ln \frac{1}{\delta} + \frac{2}{\alpha} \ln r})}.$$

To conclude, note that the above holds with probability at least $1 - \varepsilon$, and then $\text{EntRes}(X)$ has min-entropy at least $-1 + m - \frac{8\ln \frac{1}{\delta}}{\ln \ln \frac{1}{\delta} + \frac{2}{\alpha} \ln r} = m - o(\log(1/\varepsilon))$, as desired.
5.4 Low-Error Two-Source Condensers

In Chapter 3 we saw that the [CZ16] framework uses a reduction from two independent sources to non-oblivious bit-fixing sources. In Section 5.4.1 we extend this to many output bits and show a reduction from two independent sources to non-oblivious Σ-fixing sources. In Section 5.4.2 we use this together with the results of Section 5.3 to get a low-error two-source condenser with many output bits, yet still far from getting almost all of the possible entropy from the two sources. In Section 5.4.4 we show how the condenser obtained in Section 5.4.2 can be used to extract more bits and get a condenser extracting almost all the entropy from one of the sources. To this end, we use the connection between condensers with small entropy gap and samplers with multiplicative error (Section 5.4.3) and ideas from [RRV99].

5.4.1 From two independent sources to a non-oblivious Σ-fixing source

In this section, we revisit the [CZ16] transformation of two independent sources to a non-oblivious bit-fixing source, and extend it to sources with several bits. Throughout this section, we refer to $c_{GUV}, c_{nm}$ as the constants that appear in Theorem 2.2.3 and Theorem 2.4.5, respectively.

**Theorem 5.4.1.** For all integers $n, t, m, k$, with $n \geq k \geq (tm \log n)^5$ and set $\Sigma = \{0, 1\}^m$, there exists a poly($n$)-time computable function

$$\text{TwoSourcesToNOF}: \{0, 1\}^n \times \{0, 1\}^n \rightarrow \Sigma^r,$$

where $r = n^{2c_{GUV}}$ such that the following holds. Let $X_1, X_2$ be a pair of independent $(n, k)$ sources. Then, with probability at least $1 - 2^{-k/2}$ over $x_2 \sim X_2$, the output

$$\text{TwoSourcesToNOF}(X_1, x_2)$$

is $(n^{-mt})$-close to an $(r^{1-\frac{1}{c_{GUV}}}, t)$ non-oblivious Σ-fixing source.

**Proof.** We start by setting the following parameters:

**Setting of parameters.**

- Set $\varepsilon_{GUV} = \frac{1}{n}$.
- Set $d_{GUV} = c_{GUV} \log \left( \frac{n}{\varepsilon_{GUV}} \right) = 2c_{GUV} \log n$.
- Set $\varepsilon_{nm} = 2^{-4mt(d_{GUV} + \log m)}$.
- Set $d_{nm} = c_{nm} t^2 \log^2 \left( \frac{n}{\varepsilon_{nm}} \right)$.

Note that $\varepsilon_{nm} = 2^{-\Theta(mt \log n)}$ and that $d_{nm} = \Theta(t^4 m^2 \log^2 n)$. 
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Building blocks. For the construction of $\text{TwoSourcesToNOF}$, we make use of the following ingredients:

- Let $\text{Ext}: \{0,1\}^n \times \{0,1\}^{d_{GUV}} \to \{0,1\}^{d_{nm}}$ be the strong $(k/2, \varepsilon_{GUV})$ seeded extractor, guaranteed by Theorem 2.2.3. One can verify that $k/2 \geq 2d_{nm}$ as required by Theorem 2.2.3.

- Let $\text{nmExt}: \{0,1\}^n \times \{0,1\}^{d_{nm}} \to \{0,1\}^m$ be the $(k, \varepsilon_{nm})$ $t$-non-malleable extractor, guaranteed by Theorem 2.4.5. Note that $k \geq 3tm$ so the hypothesis of Theorem 2.4.5 is easily met with our choice of parameters.

The construction. We identify $[r]$ with $\{0,1\}^{d_{GUV}}$. On inputs $x_1, x_2 \in \{0,1\}^n$, we define $\text{TwoSourcesToNOF}(x_1, x_2)$ to be the $r \times m$ matrix whose $i$-th row is given by

$$\text{TwoSourcesToNOF}(x_1, x_2)_i = \text{nmExt}(x_1, \text{Ext}(x_2, i)).$$

Analysis. Write $D_{nm} = 2^{d_{nm}}$ and identify $[D_{nm}]$ with $\{0,1\}^{d_{nm}}$. Let $G \subseteq [D_{nm}]$, $|G| \geq (1 - \sqrt{\varepsilon_{nm}})D_{nm}$, be the set of good seeds guaranteed by Lemma 2.4.2. By Lemma 2.1.2, for any distinct $r_1, \ldots, r_t \in G$,

$$(\text{nmExt}(X_1, r_1), \ldots, \text{nmExt}(X_1, r_t)) \approx_{t\sqrt{\varepsilon_{nm}}} U_{tm}.$$

Let $S(X_2) = \{\text{Ext}(X_2, 1), \ldots, \text{Ext}(X_2, D_{nm})\}$. By Theorem 2.2.9,

$$\Pr_{x_2 \sim X_2} [|S(x_2) \cap G| \leq (1 - \sqrt{\varepsilon_{nm}} - \varepsilon_{GUV}) \cdot r] \leq 2^{-k/2}.$$ 

We say that $x_2 \in \text{Supp} X_2$ is good if it induces a good sample, that is if $|S(x_2) \cap G| > (1 - \sqrt{\varepsilon_{nm}} - \varepsilon_{GUV}) r$. Fix a good $x_2$ and let $Z = \text{TwoSourcesToNOF}(X_1, x_2)$. In the good seeds, every $t$ elements of $Z$ are $(t\sqrt{\varepsilon_{nm}})$-close to uniform, and there are at most $q \leq (\sqrt{\varepsilon_{nm}} + \varepsilon_{GUV}) r$ bad rows. Applying Lemma 2.1.11, we get that $Z$ is $\zeta = t\sqrt{\varepsilon_{nm}} rm^t$ to a $(q, t)$ non-oblivious bit-fixing source. By our choice of $\varepsilon_{nm}$,

$$\zeta = 2^{-2mt(d_{GUV} + \log m) - mt \log(r)} \leq 2^{-mt \log r} \leq n^{-mt}.$$ 

Further,

$$q \leq (\sqrt{\varepsilon_{nm}} + \varepsilon_{GUV}) r \leq 2\varepsilon_{GUV} r = 2r^{-\frac{1}{\varepsilon_{GUV}} + 1} \leq r^{1 - \frac{1}{4\varepsilon_{GUV}}}.$$ 

We now analyse the running time. We first apply $\text{Ext}$ to compute $S(x_2)$, which takes time $\text{poly}(n, \log(1/\varepsilon_{GUV})) = \text{poly}(n)$. Then, applying each $\text{nmExt}$ takes

$$\text{poly}(n, \log(1/\varepsilon_{nm})) = \text{poly}(n, m, t, d_{GUV}) = \text{poly}(n)$$

time and we do it for $r = \text{poly}(n)$ times. Overall, the running time is $\text{poly}(n)$, as required. In particular, as $n \geq k \geq m$, the running time is also poly-logarithmic in the errors of the construction, $2^{-k/2}$ and $n^{-mt}$. \hfill \square
5.4.2 Low-error condensers with high entropy loss

Theorem 5.4.2. There exists a constant \( c \geq 1 \) such that the following holds. For all integers \( n, k, m \) and every \( \varepsilon > 0 \) such that \( n \geq k \geq (m \log(n/\varepsilon))^c \) there exists a \( \text{poly}(n) \)-time computable \( ((n, k), (n, k)) \rightarrow_{\varepsilon, 2^{-k/2}} (m, m - g) \) two-source condenser

\[
\text{Cond}' : \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\}^m,
\]

that is strong in the second source, with entropy gap \( g = o(\log(1/\varepsilon)) \).

\textbf{Proof.} We start by describing the construction of our condenser \( \text{Cond}' \) and then turn to the analysis. As usual, we let \( c_{\text{GUV}} \) be the constant that is given by Theorem 2.2.3.

\textbf{Setting of parameters.}

- Set \( \gamma = \frac{1}{4c_{\text{GUV}}} \) and let \( 0 < \alpha < \beta < 1 \) and \( c' \) be the constants from Theorem 5.3.6 with respect to this \( \gamma \).
- Set \( r = n^{2c_{\text{GUV}}} \).
- Set \( t = (m + \log(r/\varepsilon))^{c'} \).
- Set \( c \), the constant stated in this theorem, to \( c = \max(10c', 2/\alpha) \).

\textbf{Building blocks.}

- Let \( \text{TwoSourcesToNOF} : \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\}^{r \times m} \) be the function that is given by Theorem 5.4.1. We are about to apply \( \text{TwoSourcesToNOF} \) to \( (n, k) \) sources, and indeed \( k \) is large enough to satisfy the hypothesis of Theorem 5.4.1.
- Let \( \text{EntRes} : \{0, 1\}^{r \times m} \rightarrow \{0, 1\}^m \) be the function from Theorem 5.3.6 when set with the parameter \( \gamma \) as defined above. Note that the hypothesis of Theorem 5.3.6 holds, as since \( c \geq 2/\alpha \) we have that \( m < r^{\alpha/2} \), and \( t \) is large enough.

\textbf{The construction.} On inputs \( x_1, x_2 \in \{0, 1\}^n \), we define

\[
\text{Cond}'(x_1, x_2) = \text{EntRes}(\text{TwoSourcesToNOF}(x_1, x_2)).
\]

\textbf{Analysis.} Clearly, \( \text{EntRes} \) is computable in \( \text{poly}(m, r) = \text{poly}(n) \) time. Let \( X_1, X_2 \) be a pair of independent \( (n, k) \)-sources. By Theorem 5.4.1, except with probability \( 2^{-k/2} \) over \( x_2 \sim X_2 \), the output \( \text{TwoSourcesToNOF}(X_1, x_2) \) is \( n^{-mt} \)-close to an \( (r^{1-\gamma}, t) \) non-oblivious bit-fixing source. For every \( x_2 \) for which this event holds, the output

\[
\text{EntRes}(\text{TwoSourcesToNOF}(X_1, x_2))
\]

is \( (n^{-mt} + \varepsilon) \)-close to an \( (m, m - o(\log(1/\varepsilon))) \) source, and \( n^{-mt} \leq \varepsilon \). \( \square \)
5.4.3 Deterministically condensing a single block-source

A distribution $(X, Y)$ is a blockwise source if both $X$ has sufficient min-entropy and also for every $x \in \text{Supp } X$, $(Y \mid X = x)$ has sufficient min-entropy.

**Lemma 5.4.3.** Let $X$ be an $(n, k)$ source. Let $Y$ be a $d$-bit random variable (that may depend on $X$) such that for every $x \in \text{Supp } X$, the random variable $(Y \mid X = x)$ is $\varepsilon_B$-close to a $(d, d - g)$ source.

Let $\text{Ext}: \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}^m$ be a $(k_{\text{Ext}}, \varepsilon_{\text{Ext}})$ seeded extractor. Suppose $k \geq k_{\text{Ext}} + \log(1/\varepsilon_{\text{Ext}})$. Then, $\text{Ext}(X, Y)$ is $(2g^2 \varepsilon_{\text{Ext}} + 2 \varepsilon_B)$-close to an $(m, m - g - 1)$ source.

**Proof.** Fix any $T \subseteq \{0, 1\}^m$. Define the set

$$\text{OverHit}_T = \left\{ x \in \{0, 1\}^n \colon \Pr_{y \sim U_d}[\text{Ext}(x, y) \in T] > \rho(T) + \varepsilon_{\text{Ext}} \right\}.$$

**Claim 5.4.4.** $|\text{OverHit}_T| < 2^k_{\text{Ext}}$.

**Proof.** Suppose towards a contradiction that $|\text{OverHit}_T| \geq 2^k_{\text{Ext}}$ and let $B$ denote the random variable that is uniform over the set $\text{OverHit}_T$. Since $B$ has min-entropy at least $k_{\text{Ext}}$, the output $\text{Ext}(B, U_d)$ is $\varepsilon_{\text{Ext}}$-close to uniform, and therefore $\Pr_{x \sim B, y \sim U_d}[\text{Ext}(x, y) \in T] \leq \rho(T) + \varepsilon_{\text{Ext}}$. This stands in contradiction to the definition of $B$. \hfill \Box

Now,

$$\Pr[\text{Ext}(X, Y) \in T] \leq \Pr[\text{Ext}(X, Y) \in T \mid X \notin \text{OverHit}_T] + \Pr[X \in \text{OverHit}_T].$$

By Claim 5.4.4, $\Pr[X \in \text{OverHit}_T] \leq 2^k_{\text{Ext}} - k$. Also, for every $x \notin \text{OverHit}_T$ let

$$GY_x = \left\{ y \in \{0, 1\}^d : \text{Ext}(x, y) \in T \right\}.$$

By definition, $\rho(GY_x) \leq \rho(T) + \varepsilon_{\text{Ext}}$. Therefore,

$$\Pr_{y \sim (Y \mid X = x)}[\text{Ext}(x, y) \in T] = \Pr_{y \sim (Y \mid X = x)}[y \in GY_x] \leq \varepsilon_B + |GY_x|2^{g-d} \leq \varepsilon_B + 2^g(\rho(T) + \varepsilon_{\text{Ext}}).$$

Thus,

$$\Pr[\text{Ext}(X, Y) \in T] \leq \Pr[\text{Ext}(X, Y) \in T \mid X \notin \text{OverHit}_T] + \Pr[X \in \text{OverHit}_T]$$

$$\leq 2^g \rho(T) + 2^g \varepsilon_{\text{Ext}} + \varepsilon_B + 2^k_{\text{Ext}} - k$$

$$\leq 2^g \rho(T) + (2^g + 1) \varepsilon_{\text{Ext}} + \varepsilon_B.$$

But,

**Claim 5.4.5.** Let $Z$ be a random variable over $n$-bit strings such that for every $T \subseteq \{0, 1\}^n$, $\Pr[Z \in T] \leq 2^g \rho(T) + \varepsilon$. Then, $Z$ is $2\varepsilon$-close to an $(n, n - g - 1)$ source.

63
Proof. Set \( H = \{ x : \Pr[X = x] > 2^{-(n-g-1)} \} \). On the one hand,
\[
\Pr[Z \in H] = \sum_{x \in H} \Pr[X = x] \geq 2^{g+1} \rho(H).
\]
On the other hand, by our assumption, \( \Pr[X \in H] \leq 2^g \rho(H) + \varepsilon \). Together, we get that \( 2^g \rho(H) \leq \varepsilon \). Thus, \( \Pr[X \in H] \leq 2 \varepsilon \). As \( H \) are all the heavy elements, we conclude that \( Z \) is \( 2 \varepsilon \)-close to a distribution with \( n - g - 1 \) min-entropy.

We can therefore summarize that \( \text{Ext}(X, Y) \) is \( (2^{g+2} \varepsilon_{\text{Ext}} + 2 \varepsilon_{B}) \)-close to an \((m, m - g - 1)\) source. \(
\)

5.4.4 Low-error condensers with small entropy gap outputting many bits

In this section we prove our main theorem, that readily implies Theorem 5.1.2.

Theorem 5.4.6. There exists a constant \( c \geq 1 \) such that the following holds. For all integers \( n, k \) and every \( \varepsilon > 0 \) such that \( k \geq \log^c (n/\varepsilon) \) there exists a \( \text{poly}(n, \log(1/\varepsilon)) \)-time computable \( ((n, k), (n, k)) \rightarrow_\varepsilon (m, m - g) \) two-source condenser
\[
\text{Cond} : \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1\}^m
\]
with \( m = k - 5 \log(1/\varepsilon) - O(1) \) and \( g = o(\log(1/\varepsilon)) \).

Proof. We start by setting some parameters.

Parameters.

- Set \( \varepsilon_{\text{Cond}} = \varepsilon / 8 \).
- Set \( \varepsilon_{\text{Ext}} = \varepsilon^2 / 32 \).
- Set \( k_{\text{Ext}} = k - \log(2/\varepsilon) \).
- Set \( d_{\text{Ext}} = c' \log n \cdot \log(n/\varepsilon_{\text{Ext}}) \) where \( c' \) is the constant that is given by Theorem 2.2.4.

For the construction we make use of the following building blocks.

- Let \( \text{Ext} : \{0,1\}^n \times \{0,1\}^{d_{\text{Ext}}} \rightarrow \{0,1\}^m \) be the strong \((k_{\text{Ext}}, \varepsilon_{\text{Ext}})\) seeded extractor that is given by Theorem 2.2.4. By that theorem, \( m = k_{\text{Ext}} - 2 \log(1/\varepsilon_{\text{Ext}}) - O(1) \).
- Let \( \text{Cond}' : \{0,1\}^n \times \{0,1\}^{d_{\text{Ext}}} \rightarrow \{0,1\}^{d_{\text{Ext}}} \) be the \(((n, k), (n, k)) \rightarrow_{\varepsilon_{\text{Cond}}', 2^{k/2}} (d_{\text{Ext}}, d_{\text{Ext}} - g')\) condenser, strong in the second source, that is given by Theorem 5.4.2, with \( g' = o(\log(1/\varepsilon_{\text{Cond}}')) \). Note that our choice of parameters satisfies the hypothesis of Theorem 5.4.2 for a large enough constant \( c \).

The construction. On inputs \( x_1, x_2 \in \{0,1\}^n \), we define
\[
\text{Cond}(x_1, x_2) = \text{Ext}(x_2, \text{Cond}'(x_1, x_2)).
\]
Analysis. Let $X_1, X_2$ be a pair of independent $(n, k)$ sources. By Theorem 5.4.2, with probability at least $1 - 2^{-k/2}$ over $x_2 \sim X_2$, the random variable $\text{Cond}'(X_1, x_2)$ is $\varepsilon_{\text{Cond}'}$-close to a $(d, d - g')$ source. Lemma 5.4.3 implies that $\text{Ext}(X_2, \text{Cond}'(X_1, X_2))$ is $2^{-k/2} + (2^{g'} + 2\varepsilon_{\text{Ext}} + 2\varepsilon_{\text{Cond}'})$-close to an $(m, m - g' - 1)$ source.

By our choice of parameters, $2^{-k/2} + 2^{g'} + 2\varepsilon_{\text{Ext}} + 2\varepsilon_{\text{Cond}'} \leq \varepsilon$. Note that $k - m = \log(2/\varepsilon) + 2\log(1/\varepsilon_{\text{Ext}}) = 5\log(1/\varepsilon) + O(1)$. The running-time of the construction readily follows from the running-times of $\text{Cond}'$ and $\text{Ext}$. □
Chapter 6

Almost Optimal Erasure List-Decodable Codes

In this chapter we will see that recent developments in extractor theory, some of which outlined in previous chapters, turned out to be beneficial also for other pseudorandomness constructions – erasure list decodable codes and strong seeded dispersers.

A code $C$ is $(1 - \tau, L)$ erasure list-decodable if for every word $w$, after erasing any $1 - \tau$ fraction of the symbols of $w$, the remaining $\tau$-fraction of its symbols have at most $L$ possible completions into codewords of $C$.

Non-explicitly, there exist binary $(1 - \tau, L)$ erasure list-decodable codes having rate $O(\tau)$ and tiny list-size $L = O(\log \frac{1}{\tau})$. Achieving either of these parameters explicitly is a natural open problem and was brought up in several works (e.g., [GI02, Gur03, Gur04a]). While partial progress on the problem has been achieved, no explicit construction up to this work achieved rate better than $\Omega(\tau^2)$ or list-size smaller than $\Omega(1/\tau)$ (for $\tau$ small enough). Furthermore, Guruswami showed that no linear code can have list-size small than $\Omega(1/\tau)$ [Gur03]. In this chapter we construct an explicit binary $(1 - \tau, L)$ erasure list-decodable code having rate $\tau^{1+\gamma}$ (for any constant $\gamma > 0$ and $\tau$ small enough) and list-size $\text{polylog}(\frac{1}{\tau})$, answering simultaneously both questions, and exhibiting an explicit non-linear code that provably beats the best possible linear one.

The binary erasure list-decoding problem is equivalent to the construction of explicit, low-error, strong dispersers outputting one bit with minimal entropy loss and seed-length. Specifically, such dispersers with error $\varepsilon$ have an unavoidable entropy loss of $\log \log (\frac{1}{\varepsilon})$ and seed-length at least $\log (\frac{1}{\varepsilon})$. Similarly to the situation with erasure list-decodable codes, no explicit construction achieved seed-length better than $2 \log (\frac{1}{\varepsilon})$ or entropy loss smaller than $2 \log (\frac{1}{\varepsilon})$, which are the best possible parameters for extractors. For every constant $\gamma > 0$ and every small $\varepsilon$, we explicitly construct an $\varepsilon$-error one-bit strong disperser with near-optimal seed-length $(1 + \gamma) \log (\frac{1}{\varepsilon})$ and near-optimal entropy loss $O(\log \log \frac{1}{\varepsilon})$.

The main ingredient in our construction is a new (and almost-optimal) unbalanced two-source extractor. The extractor extracts one bit with constant error from two independent sources, where one source has length $n$ and tiny min-entropy $O(\log \log n)$ and the other source has length $O(\log n)$ and arbitrarily small constant min-entropy rate.
6.1 Introduction

Extractors and dispersers, introduced in Chapter 2, differ in the way they measure the proximity of the output distribution to the uniform distribution: Extractors use the total-variation distance, whereas dispersers use support-size distance (that is, they count the number of elements not in the image of the hash function). Thus, extractors are stronger objects than dispersers. Roughly speaking, extractors are needed to derandomize two-sided error algorithms whereas dispersers suffice for one-sided error derandomization.

A function \( C : \{0,1\}^m \times \{0,1\}^d \rightarrow \{0,1\}^m \) is a strong \((k, \varepsilon)\) extractor if for any \(k\)-source \(X\) the output distribution \((U_d, C(X, U_d))\), containing the seed \(y\) along with output \(C(x, y)\), is \(\varepsilon\)-close to the uniform distribution over \(\{0,1\}^d \times \{0,1\}^m\). In contrast, \(C\) is a strong \((k, \varepsilon)\) disperser if for any \(k\)-source \(X\), the support of \((U_d, C(X, U_d))\) covers at least \((1 - \varepsilon)2^{d+m}\) elements from \(\{0,1\}^d \times \{0,1\}^m\).

There are two natural parameters measuring the quality of extractors and dispersers:

1. **Seed length.** Both extractors and dispersers use an auxiliary uniform independent source to extract the entropy from the weak source \(X\). The length \(d\) of the auxiliary source is called the seed-length. We would like the seed-length to be as small as possible.

2. **Entropy loss.** There are \(k + d\) bits of entropy in the system: \(k\) bits coming from the \(k\)-source \(X\), and \(d\) bits from the independent uniform seed. The entropy loss is \(k - m\), i.e., the difference between the entropy in the input system (including the seed) and the output system (of length \(d + m\)).

As noted, strong dispersers are weaker objects than strong extractors. The interest in dispersers stems from the fact that their parameters can outperform those of extractors. In Section 2.2 we saw that every strong extractor requires seed-length \(d \geq 2 \log(\frac{1}{\varepsilon}) + \log(n - k) - O(1)\) and has an unavoidable entropy loss of \(k - m \geq 2 \log(\frac{1}{\varepsilon}) - O(1)\). Non-explicitly, there exist strong extractors with seed-length \(d \leq 2 \log(\frac{1}{\varepsilon}) + \log(n - k) + O(1)\) and entropy loss \(k - m \leq 2 \log(\frac{1}{\varepsilon}) + O(1)\). For strong dispersers, [RTS00] showed that every strong disperser requires seed-length \(d \geq \log(\frac{1}{\varepsilon}) + \log(n - k) - O(1)\) and has an unavoidable entropy loss \(k - m \geq \log \log(\frac{1}{\varepsilon}) - O(1)\). Again, non-explicitly, there exist strong dispersers with seed-length \(d \leq \log(\frac{1}{\varepsilon}) + \log(n - k) + O(1)\) and entropy loss \(k - m \leq \log \log(\frac{1}{\varepsilon}) + O(1)\) [RTS00, MRZ14].

For strong dispersers, even the case of outputting just one bit in a way that outperforms extractors constructions has been widely open. Indeed, any construction of a disperser with parameters beating those of the best possible extractor must yield a distribution that covers many strings but is necessarily far from uniform, and it is not clear at all how to construct such an object. Gradwohl et al. [GKRTS05] noticed that such strong dispersers imply good Ramsey graphs, another problem that withstood many attempts for many years, until the recent breakthrough result of Chattopadhyay and Zuckerman [CZ16].

In this chapter we go in the reverse direction of that taken in [GKRTS05]. By using the recent machinery of non-malleable extractors and their connection to two-source extractors, we construct near-optimal unbalanced two-source extractors (which imply near-optimal unbalanced Ramsey graphs). We use these extractors to obtain explicit strong dispersers that output a single bit, with near-optimal seed-length and near-optimal entropy loss.
Theorem 6.1.1 (see also Theorem 6.5.2). For every constant $0 < \gamma < 1$ and $\varepsilon = n^{-\Omega(1)}$ there exists an explicit strong $(k, \varepsilon)$ disperser $\text{Disp}: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}$ with $d = (1 + \gamma) \log(\frac{1}{\varepsilon})$ and $k = O(\log \log \frac{1}{\varepsilon})$, where the constant in the $O(\cdot)$ notation is independent of $n$ but may depend on $\gamma$.

We remark that the dependence of the seed-length on the error is $(1 + \gamma) \log(\frac{1}{\varepsilon}) < 2 \log(\frac{1}{\varepsilon})$, and the entropy loss is $O(\log \log \frac{1}{\varepsilon}) < 2 \log(\frac{1}{\varepsilon})$ and both these bounds are optimal for dispersers up to small factors and are unattainable for extractors.

Most previous dispersers constructions have not obtained parameters better than the extractors lower bounds, and we are only aware of one exception: Meka et al. [MRZ14], extending the techniques in [GKRTS05], gave a strong disperser with optimal entropy loss. However, their construction works only for extremely high min-entropy $k = n - \Theta(1)$ and has suboptimal seed-length.

### 6.1.1 Erasure list-decodable codes

We now turn our attention to binary list-decodable codes in the erasures model. A code $C$ is a set $C \subseteq \mathbb{F}_2^n$. We call elements in $\mathbb{F}_2^n$ words and elements in $C$ codewords. Two interesting parameters of a code are its redundancy and its noise-resiliency. The redundancy is measured by the rate of the code, $\frac{\log |C|}{n}$. The noise-resiliency is measured according to the model of noise.

**In the errors model:** A code $C$ is $(\tau n, L)$ list-decodable if for every word $w \in \mathbb{F}_2^n$ there exist at most $L$ codewords in the Hamming ball of radius $\tau n$ around $w$.

**In the erasures model:** A code $C$ is $(\tau n, L)$ erasure list-decodable if for every $z \in \mathbb{F}_2^{(1-\tau)n}$ and every set $T \subseteq [n]$ of size $(1 - \tau)n$, the number of codewords that have $z$ in the coordinates indexed by $T$ is at most $L$.

If $C$ is $(\tau n, L)$ list-decodable we can recover from $\tau n$ errors in the following sense: Given a word $w \in \mathbb{F}_2^n$ that was obtained by corrupting at most $\tau n$ entries of some codeword $c$, one can (perhaps non-efficiently) produce a small set of size $L$ that necessarily contains $c$.

Similarly, if $C$ is $(\tau n, L)$ erasure list-decodable we can recover from $\tau n$ erasures in the following sense: Given a word $w \in \{0, 1, ?\}^n$ that was obtained by replacing at most $\tau n$ entries of some codeword $c$ with the erasure sign ‘?’, one can (perhaps non-efficiently) produce a small set of size $L$ that necessarily contains $c$.

A strong $(k, \varepsilon)$ extractor with one output bit is roughly equivalent to a binary $(\frac{1-\varepsilon}{2}n, L = 2^k)$ list-decodable code [Tre01]. In the same spirit, Guruswami [Gur04a] observed that strong dispersers with one output bit can be used to construct erasure list-decodable codes. In this work we complement his argument with the converse statement, showing that erasure list-decodable codes are essentially equivalent to strong dispersers with one output bit. Specifically, $\text{Disp} : \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}$ is a strong $(k, \varepsilon)$ disperser if and only if the code $C : \{0, 1\}^n \rightarrow \{0, 1\}^{2d}$ defined by $C(x)_i = \text{Disp}(x, i)$ is $(1 - 2\varepsilon)2^d, 2^k)$ erasure list-decodable.

As we can see, for both extractors and dispersers, the seed-length corresponds to the rate of the code, whereas the entropy loss corresponds to the list-size of the code. Thus, the gap between the seed-lengths of dispersers (which is $\log(\frac{1}{\varepsilon})$) and extractors (which is $2 \log(\frac{1}{\varepsilon})$)
translates to a difference between rate $\varepsilon$ in the erasures model compared with rate $\varepsilon^2$ in the errors model. Similarly, the gap between the entropy loss of dispersers (which is $\log \log (\frac{1}{\varepsilon})$) and extractors (which is $2\log (\frac{1}{\varepsilon})$) translates to a difference between list-size $\log (\frac{1}{\varepsilon})$ in the erasures model compared with list-size $\text{poly}(\frac{1}{\varepsilon})$ in the errors model. Formally:

- Non-explicitly there exist binary codes having rate $\Omega(\varepsilon^2)$ that are $(\frac{1-\varepsilon}{2} \cdot n, \text{poly}(\frac{1}{\varepsilon}))$ list-decodable and these parameters are tight.

- Non-explicitly there exist binary codes having rate $\Omega(\varepsilon)$ that are $((1-\varepsilon)n, O(\log \frac{1}{\varepsilon}))$ erasure list-decodable, and up to a constant multiplicative factor in the list-size these parameters are tight [Gur03].

Thus, erasure list-decodable codes can have quadratically better rate and exponentially smaller list-size than list-decodable codes. In fact, Guruswami proved that any linear erasure list-decodable codes must have $L = \Omega(1/\varepsilon)$ [Gur03], and so the exponential improvement (or any better than polynomial improvement) is necessarily only possible for non-linear constructions.

The state of affairs for explicit binary erasure list-decodable codes is similar to that of explicit dispersers. That is, only few explicit binary erasure list-decodable codes are known to have rate below $\Omega(\varepsilon^2)$ or list-size below $\Omega(1/\varepsilon)$. Guruswami and Indyk [GI02] gave a probabilistic polynomial-time algorithm that outputs with high probability an erasure list-decodable code of rate $\Omega\left(\frac{\varepsilon^2}{\log(1/\varepsilon)}\right)$ and optimal list-size (their construction can be explicitly derandomized when $\varepsilon$ is constant). The natural open problem of obtaining erasure list-decodable codes having rate better than $\varepsilon^2$ was explicitly mentioned several times, e.g., in [GI02, Gur04a]. More concretely, in [Gur04b, Open Question 10.2], Guruswami posed the open problem of constructing efficient erasure list-decodable codes of rate $\varepsilon^{2-a}$.

Incorporating the above discussion with Theorem 6.1.1, we get the best explicit construction to date:

**Theorem 6.1.2** (see also Theorem 6.5.8). For every constant $0 < \gamma < 1$ and $\varepsilon = n^{-\Omega(1)}$ there exists an explicit $((1-\varepsilon)n, L = \log \Omega(1) \frac{1}{\varepsilon})$ erasure list-decodable code $C: \{0,1\}^n \to \{0,1\}^n$ of rate $\varepsilon^{1+\gamma}$, where the asymptotic notation hides constants that may depend on $\gamma$.

Thus, Theorem 6.1.2 makes progress on resolving Guruswami’s question for the interesting regime of polynomially-small $\varepsilon$. We stress that the codes we present are explicit in the sense that they have explicit encoding, but we do not know whether the codes we construct admit efficient erasure list-decoding algorithms. We also mention that the list-size $\text{polylog}(\frac{1}{\varepsilon})$ achieved by our code is exponentially smaller than the best possible list-size by any linear code.

### 6.1.2 Two-source extractors and strong dispersers

Often, the two-source extractor terminology is more expressive than the extractor notation, as we explain now. Suppose $\text{Ext}: \{0,1\}^k \times \{0,1\}^d \to \{0,1\}$ is a strong $(k,\varepsilon)$ extractor. Fix an $(n,k)$ source $X$, and let $\varepsilon_i$ be the distance of the distribution $\text{Ext}(X,i)$ from uniform. By the extractor definition we know that $\mathbb{E}[\varepsilon_i] \leq \varepsilon$. However, the extractor definition does not
distinguish between the case where the $\epsilon$ error occurs because all seeds $y \in \text{Supp}(Y)$ have the same error $\epsilon$, and the case where $\epsilon$ fraction of the seeds have constant error and the rest have none. The situation is different with two-source extractors. Roughly speaking, in an $((n, k), (d, d'), \epsilon)$ two-source extractor, there are at most $2^{d^2-d}$ bad seeds $y$ with distance $\epsilon_y \geq \epsilon$. Thus, the two-source extractor notation allows separating the fraction of bad seeds from the quality of good seeds.

We would like to explicitly construct a strong $(k, \epsilon)$ disperer $\text{Disp} : \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m$ with parameters better than those of $(k, \epsilon)$ extractors. Thus, on the one hand, for almost every seed $y$, $\text{Disp}(X, y)$ covers almost all of $\{0, 1\}^m$, and, on the other hand, $\text{Disp}$ is not a strong extractor, so for almost every seed $y$, $\text{Disp}(X, y)$ is far from uniform. How can this happen?

The situation becomes clearer if we look at strong dispersers with only one additional output bit, i.e., when $m = 1$. As $\text{Disp}(X, y)$ is supported on one bit, for almost every seed $y$, $\text{Supp}(\text{Disp}(X, y)) = \{0, 1\}$. Yet, it is possible (even necessary, since $\text{Disp}$ is not an extractor) that for many seeds $y$, $\text{Disp}(X, y)$ is $\epsilon_0$ away from uniform for some constant $\epsilon_0 \gg \epsilon > 0$, e.g., when $\text{Disp}(X, y)$ has much more weight on 0 than on 1.

One clean way of capturing this is by using the two-source extractor terminology. We are looking for a two-source extractor $2\text{Ext}$ where almost all seeds (except for $\epsilon$ fraction) are “good” in the sense that $y$ is good if $2\text{Ext}(X, y)$ covers both 0 and 1. Roughly speaking, this amounts to an explicit construction of an $((n, k), (d, d'), \epsilon_0)$ two-source extractor having $\epsilon = 2^{d^2-d}$ and any non-trivial error $\epsilon_0 < 1$. As we already mentioned, two-source extractors with arbitrary $\epsilon_0 < 1$ are also called bipartite Ramsey graphs (see also Claim 6.5.11).

Explicitly constructing two-source extractors (and Ramsey graphs) is a long standing and important challenge and in previous chapters we gave the state-of-the-art constructions, in the balanced regime. However, using such extractors gives dispersers with suboptimal entropy loss and long seed, or, equivalently, erasure list-decodable codes with large list-size and low rate.

Another natural two-source extractor is Raz’s two-source extractor [Raz05]. Raz’s extractor is an $((n, k), (d = O(\log \frac{n}{\epsilon}), d'), \epsilon_{\text{Raz}})$ two-source extractor that has an unbalanced entropy requirement; the first source is long and very weak ($k$ can be as small as, roughly, $\log \log \frac{n}{\epsilon_{\text{Raz}}}$), the second source is short and somewhat dense with $d' \geq \delta d$, for any constant $\delta > \frac{1}{2}$. The fact that $k$ can be very small corresponds to a disperer with small entropy loss, which is good for us. Moreover, $d$ is small, which is again what we want because the length of the corresponding erasure list-decodable code is $2^d$. The error $\epsilon_{\text{Raz}}$ of Raz’s extractor is exponentially-small in $\min \{k, d'\}$ which is much better than the mere non-trivial error that we need. However, the second source must be relatively dense, satisfying $\frac{d'}{d} \geq \frac{1}{2}$. This implies that the error $\epsilon$ of the disperer is given by $2^{-d'+d}$ and as a consequence $d' \geq 2 \log(\frac{1}{\epsilon})$.

In this chapter we show how to explicitly construct the necessary two-source extractor.

We prove:

**Theorem 6.1.3** (see also Theorem 6.4.1). For every two constants $\delta, \epsilon_0 > 0$ and every $k \geq \Omega(\log \log n)$ there exists an explicit $((n, k), (d, \delta d), \epsilon_0)$ two-source extractor $2\text{Ext} : \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}$ with $d = O(\log n)$.

Theorem 6.1.3 is interesting on its own right. The entropy requirement in both sources is optimal up to constant factors, as both sources have entropy which is logarithmic in
the length of the other source. This property is also true for Raz’s extractor. On the negative side, Theorem 6.1.3 has a large error $\varepsilon_0$, whereas Raz’s extractor has a very small error. On the positive side, Raz’s extractor works only when $d' = \delta d > 0.5d$ whereas Theorem 6.1.3 works with $d' = \delta d$ for any $\delta > 0$, and it is this feature that gives a disperser construction with parameters better than those possible for extractors. Having Theorem 6.1.3 immediately gives the strong one output bit disperser and the non-linear near-optimal erasure list-decodable code discussed above.

We also obtain a variant of Theorem 6.1.3 that gives a new construction of balanced two-source extractors.

**Theorem 6.1.4.** For every two constants $\delta, \varepsilon_0 > 0$ and every $k \geq \Omega(\log n)$ there exists an explicit $((n, k), (n, \delta n), \varepsilon_0)$ two-source extractor $2\text{Ext}: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}$.

We see that one source has a minimal entropy requirement of $O(\log n)$ while the other has arbitrarily small constant entropy rate. Again, this improves upon [Raz05] in terms of entropy requirement but is worse in terms of error. Theorem 6.1.4 is also incomparable to [Li18] as there, both sources require min-entropy at least $O(\log n \log \log \log n)$.

Both Theorem 6.1.3 and Theorem 6.1.4 follow directly from Theorem 6.4.1.

### 6.1.3 The two-source extractor construction

We now give an informal presentation of the two-source extractor construction. We try to keep the discussion intuitive, and for that we omit (or ignore) some technical details.

The input to the $((n, k), (d, \delta d), \varepsilon_0)$ two-source extractor is an $(n, k)$ source $X$ and a $(d, \delta d)$ source $Y$, for some $0 < \delta < \frac{1}{2}$. We would like to do the following:

1. Increase the entropy rate of $Y$ from $\delta$ to, say, 0.7. For that, we use a constant-error condenser. We cannot do it deterministically (because the condenser needs a uniformly random seed) and we still want to keep $X$ fresh. Therefore, we apply the condenser on $Y$ and every possible seed, letting the output of this procedure be a table $Y'$ in which each row corresponds to an application with a different seed. The table $Y'$ has the guarantee that most of the rows of $Y'$ are close to having entropy rate 0.7.

2. Next, we would like to transform the dense rows of $Y'$ to uniformly random strings. For that, we use Raz’s extractor with the first source $X$ and the rows of $Y'$ as (independent) seeds. Call the resulting table $Y''$ and note that it is a function of both $X$ and $Y$. Also note that although it is now guaranteed that a constant fraction of the rows of $Y''$ are uniform (Raz’s extractor works with entropy rate above half), it is not guaranteed (and also not true) that the rows of $Y''$ are independent of each other.

3. Now we wish to break the dependence between the rows of $Y''$ so that (ideally) every $t$ of them are uniform and independent (think of $t$ as being poly-logarithmic in the number of rows of $Y''$). For that, we use a correlation-breaker that outputs one bit. The correlation-breaker requires two independent sources, which we do not have. Instead, we apply it on $Y$ and $Y''$. Call the output table $Y'''$. We shall prove that with high probability, $Y'''$ has many good rows and every $t$ good rows of $Y'''$ are very close to being uniform and independent.
4. Finally, we apply a resilient function \( f \) on the bits of \( Y''' \). The output of our construction is the function’s output \( f(Y''') \).

The property that we want from \( f \) is that it is nearly balanced and that its output cannot be heavily influenced by any small set of bad bits (the bad rows of \( Y''' \)). We need these properties to hold not only when the “good” bits are perfectly uniform and independent, but also under weaker conditions (e.g., that the good players are \( t \)-wise independent).

Our construction shares steps that are similar to Cohen’s construction \([\text{Coh16a}]\) of three-source extractors. The vital difference is that in \([\text{Coh16a}]\), a third source is used to achieve complete independence between the rows of a table and then a simple parity can be applied, even if only one row is close to uniform. Here, we only use two sources. The use of only two sources raises several delicate issues:

- First, there is the issue of lack of independence between the source \( Y \) and the seed \( Y'' \) in item (3) of the construction. To overcome this, we show a conditioning under which \( Y'' \) is still good, \( Y \) is independent of \( Y'' \) and even after the conditioning the two sources have enough min-entropy. In recent years, such prevalent conditioning methods were very successful in constructing an abundance of primitives (e.g., correlation breakers, independence-preserving mergers and non-malleable extractors).

- Next, there is a delicate issue with the errors. The error \( \varepsilon_{\text{Cond}} \) of the condenser is high (think of it as a constant). In a naive analysis we would argue that each \( t \) good rows are \( \varepsilon' > \varepsilon_{\text{Cond}} \) close to uniform, and therefore the whole table \( Y''' \) is \( A\varepsilon' \)-close to a table where the good rows are perfectly \( t \)-wise independent, where \( A \) is the number of rows in the table \( Y''' \). However, such an approach is doomed to fail, as necessarily \( A\varepsilon_{\text{Cond}} > 1 \).

The solution for this problem is at the heart of the argument. We observe that some of the errors in the construction depend on \( A \), the number of rows in the table, while others depend on the row length. In the construction we make sure that \( A \) is small (think of it as a fixed constant) while the row length is unbounded (and, e.g., grows to infinity as \( n \) grows to infinity). Thus, we have a natural separation between large errors that depend on the number of rows \( A \), and small errors that depend on the row length.

The condenser of step (1) and the resilient function of step (4) incur large errors. Raz’s extractor (step (2)) and the correlation breaker with advice (step (3)) incur small errors that are exponentially-small in the row length. We show that with some constant probability we succeed in step (1), and that once we have succeed, the errors \( \delta \) in steps (2) and (3) are so small that \( A\delta \) is still small, hence \( Y''' \) is close to a table with \( t \)-wise independent good players, and so the resilient function in step (4) works (and incurs another constant error). Thus, while the failure probability is high, when we succeed we are exponentially-close to uniform.

- Finally, the argument used in the last bullet raises a difficulty treating the set of good rows. Specifically, in \([\text{CZ16}]\), the set of good rows is a function of one of the sources.
In our analysis the set of good rows is not just a function of the sources $X$ and $Y$, but also depends on the specific sample $y \sim Y$.

### 6.1.4 Non-strong dispersers

*Strong* dispersers are the focal point of this work. One may wonder why we insist on the strongness property, and whether the problem becomes easier when the strongness property is dropped.

- The answer to the first question is that the strongness property is essential. The equivalence between erasure list-decodable codes and dispersers requires the dispersers to be strong (see Lemma 6.5.6, and also notice the correspondence between code coordinates and seeds). Similarly, the connection to Ramsey graphs also requires the disperser to be strong, as already observed by Gradwohl et al. [GKRTS05]. [GKRTS05] constructed dispersers that are strong in almost all of the seed, but not strong in some part of the seed, and this drawback is severe enough that none of the applications go through.

- The answer to the second question is that it is easier to construct non-strong dispersers with good parameters. We show that it is possible to output more bits from the source at the expense of being strong in only most of the bits (we are non-strong in only $O(1)$ bits of the seed). We prove:

**Theorem 6.1.5.** For every constant $0 < \gamma < 1$ and $\varepsilon = n^{-\Omega(1)}$ there exists an explicit $(k, \varepsilon)$ disperser $\text{Disp}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ with $d = (1 + \gamma) \log(\frac{1}{\varepsilon})$, $k \geq \Omega(\log \log \frac{1}{\varepsilon})$ and $m = d + \Omega(k)$, where the constant in the $O(\cdot)$ notation may depend on $\gamma$. The disperser is strong in $d - O(1)$ bits of the seed.

We sketch a proof of the above theorem in Section 6.5.2.

### 6.1.5 Organization

The rest of the chapter is organized as follows. Section 6.2 covers the preliminaries and notations we use and did not appear in Chapter 2. Section 6.3 describes the constant degree condenser that is used in step (1). Following the above discussion, it is important for us that $A$, the number of rows in the table, and equivalently the seed-length of the condenser, is a constant independent of the row length. In that section we show one can combine existing constructions of somewhere-random condensers and mergers to achieve that. Next, in Section 6.4, we describe and analyze the new unbalanced two-source extractor. In Section 6.5 we use the new two-source extractor to obtain near-optimal strong seeded dispersers, erasure list-decodable codes and unbalanced Ramsey graphs. We conclude with a few open problems in Section 6.6.

### 6.2 Preliminaries

#### 6.2.1 Strong seeded condensers and two-source extractors

We prove that every seeded condenser satisfies some strongness property.
Lemma 6.2.1. Suppose Cond: \( \{0,1\}^n \times \{0,1\}^d \to \{0,1\}^m \) is a \( (k \to k' + d, \varepsilon_{\text{cond}}) \) condenser. Let \( X \) be an \( (n,k) \) source. Let \( \varepsilon_i \) be the minimal distance of Cond\((X,i)\) to an \( (m,k') \) source. Then, \( \mathbb{E}_{i \in \{0,1\}^d}[\varepsilon_i] \leq \varepsilon_{\text{cond}} \).

Proof. Fix an \( (n,k) \) source \( X \). For \( i \in \{0,1\}^d \), let \( H_i \subseteq \{0,1\}^m \) be the set of elements \( w \in \{0,1\}^m \) such that \( \Pr_{x \in X}[\text{Cond}(x,i) = w] \geq 2^{-k'} \). The distance of \( \text{Cond}(X,i) \) from a \( k' \)-source is \( \varepsilon_i = \Pr_{x \in X}[C(x,i) \in H_i] - 2^{-k'} |H_i| \). Let \( H = \bigcup_{i \in \{0,1\}^d} H_i \). Then,

- For every \( w \in H \), \( \Pr_{x \in X,i \in \{0,1\}^d}[\text{Cond}(x,i) = w] \geq 2^{-d}2^{-k'} = 2^{-(k'+d)} \), and,
- it holds that

\[
\varepsilon_{\text{cond}} \geq \Pr_{x \in X, i \in \{0,1\}^d}[\text{Cond}(x,i) \in H] - |H|2^{-(k'+d)} \\
= \sum_{i \in \{0,1\}^d} 2^{-d} \Pr_{x}[\text{Cond}(x,i) \in H] - |H|2^{-(k'+d)} \\
\geq \sum_{i \in \{0,1\}^d} 2^{-d} \Pr_{x}[\text{Cond}(x,i) \in H_i] - 2^{-(k'+d)} \sum_{i \in \{0,1\}^d} |H_i| \\
= \sum_{i \in \{0,1\}^d} 2^{-d} \left( \Pr_{x}[\text{Cond}(x,i) \in H_i] - 2^{-k'} |H_i| \right) \\
= \sum_{i \in \{0,1\}^d} 2^{-d} \varepsilon_i = \mathbb{E}_{i \in \{0,1\}^d}[\varepsilon_i].
\]

\( \square \)

Definition 6.2.2. We say that an \( ((n_1,k_1),(n_2,k_2),\varepsilon) \) two-source extractor \( 2\text{Ext}: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \to \{0,1\}^m \) is strong if

\( (2\text{Ext}(X_1,X_2),X_1) \approx \varepsilon (U_m,X_1) \)

and

\( (2\text{Ext}(X_1,X_2),X_2) \approx \varepsilon (U_m,X_2) \).

\( \diamond \)

In our construction, we will use Raz’s two-source extractor.

Theorem 6.2.3 ([Raz05]). For every constant \( \delta_{\text{Raz}} > 1/2 \) there exist constants \( c_1 = c_1(\delta_{\text{Raz}}), c_2 = c_2(\delta_{\text{Raz}}) > 1 \) such that for every integers \( n_1,k_1,n_2,k_2 \) satisfying

- \( k_1 \geq c_1 \log n_2 \),
- \( k_2 \geq c_2 \log n_1 \),

there exists an explicit strong \( ((n_1,k_1),(n_2,k_2 = \delta_{\text{Raz}}n_2),\varepsilon_{\text{Raz}}) \) two-source extractor

\( \text{Raz}: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \to \{0,1\}^m \)

with \( m = \Omega(\min \{k_1,k_2\}) \) and \( \varepsilon_{\text{Raz}} = 2^{-\Omega(m)} \), where the constants hiding in the asymptotic notation may depend on \( \delta_{\text{Raz}} \).
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Claim 6.2.4. Suppose
\[ 2\text{Ext}: \{0,1\}^{n_1} \times \{0,1\}^{n_2} \rightarrow \{0,1\}^{m} \]
is a strong \((\ell, m, \varepsilon, \gamma)\) two-source extractor. Let \(X\) be an \((n, k_1)\) source. Call an
element \(y \in \{0,1\}^{n_2}\) bad if \(|2\text{Ext}(X, y) - U_m| > \varepsilon\), and let \(BY\) denote the set of all bad
elements. Then, \(|BY| < 2^{k_2}\).

Proof. Assume towards contradiction that \(|BY| \geq 2^{k_2}\) and let \(Y\) be the uniform distribution
over the set \(BY\). Then, \(H_\infty(Y) \geq k_2\) and so \((2\text{Ext}(X, y), Y) \approx \varepsilon (U_m, Y)\) which implies that
\[
\frac{1}{|BY|} \sum_{y \in BY} |2\text{Ext}(X, y) - U_m| \leq \varepsilon.
\]
However, \(|2\text{Ext}(X, y) - U_m| > \varepsilon\) for every \(y \in BY\), in contradiction.

\[ \square \]

6.2.2 Correlation breakers with advice

A correlation-breaker with advice is a function \(\text{CBA}: \{0,1\}^{n} \times \{0,1\}^{\ell} \times [A] \rightarrow \{0,1\}^{m}\) where
we think of the first input as a weak source, the second as an independent short seed and the
last as an advice string. Roughly speaking, applying \(\text{CBA}\) on \(t\) possibly correlated seeds with \(t\) distinct advice strings results in independent random variables. For example, \(\text{CBA}(X, Y, \alpha)\) is (nearly) independent of \(\text{CBA}(X, Y, \alpha')\) for any \(\alpha \neq \alpha'\). Formally,

Definition 6.2.5. A function \(\text{CBA}: \{0,1\}^{n} \times \{0,1\}^{\ell} \times [A] \rightarrow \{0,1\}^{m}\) is a \((t, k, \varepsilon, \gamma)\)
correlation-breaker with advice if the following holds. If \(Y\) is a distribution over \(\{0,1\}^{n}\),
\(Z = (Z_1, \ldots, Z_t)\) is a distribution on \((\{0,1\}^{\ell})^t\), \(\mathcal{H}\) is a random variable and \(\delta > 0\) satisfying:

- \(Y\) and \(Z\) are independent, conditioned on \(\mathcal{H}\),
- \(\mathcal{H}(Y|H) \geq k + \log(1/\varepsilon_{\text{CBA}})\),
- \((Z_1, \mathcal{H}) \approx \delta (U_t, \mathcal{H})\), and,
- \(\alpha_1, \ldots, \alpha_t \in [A]\) are distinct strings.

Then,
\[
(\text{CBA}(Y, Z_1, \alpha_1), (\text{CBA}(Y, Z_i, \alpha_i))_{i=2}^t, \mathcal{H}) \approx \delta + 2\varepsilon_{\text{CBA}} \text{CBA}(U_m, (\text{CBA}(Y, Z_i, \alpha_i))_{i=2}^t, \mathcal{H}).
\]

\[ \diamond \]

We use the following result:

Theorem 6.2.6 ([Coh16c]). There exists a constant \(c_{\text{CBA}} \geq 1\) such that the following holds.
Let \(n, a\) be integers and \(\varepsilon_{\text{CBA}} > 0\). Then, there exists an explicit \((t, k_{\text{CBA}}, \varepsilon_{\text{CBA}})\) correlation-
breaker with advice
\[
\text{CBA}: \{0,1\}^{n} \times \{0,1\}^{\ell} \times [A] \rightarrow \{0,1\}
\]
with \(\ell = c_{\text{CBA}} \cdot a \cdot \log \frac{n}{\varepsilon_{\text{CBA}}}\) and \(k_{\text{CBA}} \geq \ell\).

In our setting, the number of rows \(A\) is a constant independent of \(n\). For this reason
we work with a “basic” correlation-breaker, where there is no attempt to optimize the de-
pendence of \(\ell\) on \(a\). This gives a seed-length which is optimal up to constant multiplicative
factors.
6.3 Constant-Degree Condensers

In this section we prove:

Theorem 6.3.1. For every constant $0 < \delta_1 < \delta_2 = 0.7$, every $s \geq s_0(\delta_1)$ and every integer $n_1$ and $\varepsilon_{\text{Cond}} \geq 2^{-\Omega(n_1)}$ there exists an explicit rate $(\delta_1 \rightarrow \delta_2, \varepsilon_{\text{Cond}})$ condenser

$$\text{Cond}: \{0,1\}^{n_1} \times \{0,1\}^d \rightarrow \{0,1\}^{n_2}$$

with $n_2 = (\frac{2}{3})^n n_1$ and $d = 4c_{\text{DKSS}} (s + \log \frac{1}{\varepsilon_{\text{Cond}}})$, where $c_{\text{DKSS}}$ is the constant from Theorem 2.3.15. Note that $d$ is independent of $n_1$.

Note that, in particular, for every $\delta_1 > 0$ there exists an explicit $(\delta_1 \rightarrow \delta_2 = 0.7, \varepsilon_{\text{Cond}})$ condenser $C: \{0,1\}^{n_1} \times \{0,1\}^d \rightarrow \{0,1\}^{n_2}$ with $n_2 = \Omega(n_1)$ and $d = O(\log \frac{1}{\varepsilon_{\text{Cond}}})$. However, we will need the more precise version that appears in Theorem 6.3.1.

The proof goes through somewhere-random condensers, which we saw in Section 2.3.3. Recall that a function

$$\text{SRC}: \{0,1\}^n \rightarrow (\{0,1\}^m)^A$$

is a seedless $(k \rightarrow k', \varepsilon)$ s.r. condenser if for every $(n, k)$ source $X$ it holds that

$$\text{SRC}(X) = \text{SRC}(X, 1) \circ \ldots \circ \text{SRC}(X, A)$$

is $\varepsilon$-close to a $k'$ s.r. source. If $k = \delta n$ and $k' = \delta m$ we say SRC is $(\delta \rightarrow \delta', \varepsilon)$ s.r. condenser.

We may take a condenser $\text{Cond}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ and expand it to a table with the outputs of all possible seeds, i.e., define $S: \{0,1\}^n \rightarrow (\{0,1\}^m)^D$, with $D = 2^d$, where $S(x)_i = \text{Cond}(x, i)$. The condenser property guarantees that for every $k$-source $X$, most rows in the table are close to having $k'$ min-entropy. In contrast, a s.r. condenser is a weaker object, because it only guarantees that one row has $k'$ entropy (or more precisely that we are in a convex combination of such cases).

The major question we consider now is the dependence of the degree ($2^d$ for condensers and $A$ for s.r. condensers) on $n, m, k, k'$ and $\varepsilon$. We focus on the case where $m = \Omega(n)$, $k = \delta n$, $k' = \delta' m$ and $\delta < \delta'$ are constants. A-priori, we could have expected the degree to depend on $n$ and $\varepsilon$, as is indeed the case when $m$ might be arbitrarily small. However, remarkably, things are drastically different when $m = \Omega(n)$. In this case both condensers and s.r. condensers may be of degree that is independent of $n$ and this will be crucial for us. If we consider the dependence on the error, then s.r. condensers may have exponentially-small error and constant $D$, whereas the degree of a condenser is at least $d \geq \log(\frac{1}{\varepsilon})$. Remarkably, all of that can be explicitly achieved, as we now explain.

The basic building block we use is the following beautiful result of Zuckerman, already surveyed in Section 2.3.3.

Theorem 6.3.2 ([Zuc07], Theorem 2.3.13 rephrased). For every constant $0 < c < 1$ there exists a constant $\alpha = \alpha(c)$ such that for every constant $\delta \leq c$ and integer $n$ there exists an explicit function $Z: \{0,1\}^n \rightarrow (\{0,1\}^{2n})^2$ that is a rate $(\delta \rightarrow (1 + \alpha)\delta, \varepsilon)$ s.r. condenser with $\varepsilon = 2^{-\Omega(\alpha \delta n)}$. 
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Somewhere-random condensers can be easily composed. Barak et al. [BKS+10] showed that if
\[ \text{SRC}_1 : \{0,1\}^{n_1} \rightarrow (\{0,1\}^{n_2})^{\ell_1} \]
is a rate \((\delta_1 \rightarrow \delta_2, \varepsilon_1)\) s.r. condenser and
\[ \text{SRC}_2 : \{0,1\}^{n_2} \rightarrow (\{0,1\}^{n_3})^{\ell_2} \]
is a rate \((\delta_2 \rightarrow \delta_3, \varepsilon_2)\) s.r. condenser then
\[ \text{SRC}_2 \circ \text{SRC}_1 : \{0,1\}^{n_1} \rightarrow (\{0,1\}^{n_3})^{\ell_1 \cdot \ell_2} \]
defined by \(\text{SRC}_2 \circ \text{SRC}_1(x)_{(i_1,i_2)} = \text{SRC}_2(\text{SRC}_1(x)_{i_1})_{i_2}\) is a rate \((\delta_1 \rightarrow \delta_3, \varepsilon_1 + \varepsilon_2)\) s.r. condenser.

Composing the s.r condenser \(Z\) of Theorem 6.3.2 with itself \(s\) times we get an explicit function
\[ \text{SRC} : \{0,1\}^n \rightarrow (\{0,1\}^m)^D \]
with \(D = 2^s\) and \(m = (\frac{3}{2})^s n\) that is a rate \((\delta \rightarrow \delta', \varepsilon)\) s.r. condenser with
\[ \varepsilon = \sum_{i=1}^s 2^{-\Omega((1+\alpha)^i \delta(\frac{2}{3})^i n)} = 2^{-\Omega(m)} \]
and \(\delta' \geq (1 + \alpha(\delta'))^s \delta\). Therefore:

**Lemma 6.3.3.** For every constants \(0 < \delta_1 < \delta_2 < 1\) there exists a constant \(s = s(\delta_1, \delta_2)\) and an explicit function \(\text{SRC} : \{0,1\}^{n_1} \rightarrow (\{0,1\}^{n_2})^D\) that is a \((\delta_1 \rightarrow \delta_2, \varepsilon)\) s.r. condenser with \(D = 2^s, n_2 = (\frac{3}{2})^s n_1\) and \(\varepsilon = 2^{-\Omega(n_2)}\). Note that \(D\) is independent of \(n\) and \(\varepsilon\).

Right now, if \(X\) is a \(k\)-source, the table \(\text{SRC}(X)\) has \(D\) rows, and, roughly speaking, the guarantee is that one of these rows has density \(\delta'\). We want to change this to get a condenser, i.e., we are willing to invest a short seed (that is independent of \(n\)) and we want to get one output which is close to uniform. (Alternatively, we can write the condenser as a table with one row per seed, the number of rows is independent of \(n\) and most rows are close to uniform.) This is exactly what a merger does (see Section 2.3.4) and applying the merger of Theorem 2.3.15 with \(\beta = \frac{1}{4}\) on the s.r. condenser of Lemma 6.3.3 (with \(\delta_2\) close to 1) gives Theorem 6.3.1.

### 6.4 The Unbalanced Two-Source Extractor Construction

The main result of this section is the following two-source extractor.

**Theorem 6.4.1.** For every integer \(n\) and two constants \(\delta_0, \varepsilon_0 > 0\) there exists a constant \(c\) such that for all integers \(d \geq c \log n\) and \(k \geq c \log d\) there exists an explicit \(( (n,k), (d, \delta_0 d), \varepsilon_0 )\) two-source extractor \(2\text{Ext} : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}\).

The extractor in the above theorem has constant error, and works when:
1. Each source’s entropy is in the order of the logarithm of the length of the other source.

2. The shorter source, of length $d$, has an arbitrarily small constant density $\delta_0$.

We think of $n$ and $d = d(n)$ as growing parameters while $\varepsilon_0$ and $\delta_0$ are constants. We use asymptotic notations (such as $\Omega(\cdot)$) to hide constants that are independent of $n$ and $d$ (but may depend on $\varepsilon_0$ and $\delta_0$).

### 6.4.1 The construction

Recall that $\varepsilon_0$ is the target error of the extractor $2\Ext$. The input to $2\Ext$ is a pair $(x, y)$ where $x$ is drawn from an $(n, k)$ source $X$, and $y$ is drawn from an independent $(d, \delta_0 d)$ source $Y$. Our problem is that the $y$ comes from a $\delta_0 d$-source for some $\delta_0 < \frac{1}{2}$. To overcome this, we do the following:

- We apply the condenser of Theorem 6.3.1 on $y$ to get a table $y'$ that is 1-wise 0.7-dense. Notice that the output of this step is a table rather than a single output.
- We apply Raz’s extractor (Theorem 6.2.3) on the table and the input $x$ from the other source to convert the table $y'$ to another table $y''$ that is 1-wise uniform.
- We apply the $t$ correlation-breaker with advice of Theorem 6.2.6 on $y$, using the table $y''$ as the seed, to get a table $y'''$ that is $t$-wise uniform.
- Finally, we apply the resilient function $f$ of Theorem 2.1.15 on the table $y'''$ to collapse the many rows of the table to a single, close to uniform, output.

Formally, these steps work as follows:

**Condense the short source:** We are given $\delta_0 < \frac{1}{2}$. Set $\delta' = 0.69$ and $\delta_2 = 0.7$.

By Theorem 6.3.1 there exists a constant $s_0 = s_0(\delta_0)$ such that for every $s \geq s_0$ there exists an explicit

$$\text{Cond}: \{0, 1\}^d \times \{0, 1\}^a \to \{0, 1\}^{d'}$$

that is a rate $(\delta_0 \to \delta_2 = 0.7, \varepsilon_{\text{Cond}})$ condenser with $a = 4c_{\text{DKSS}}(s + \log \frac{1}{\varepsilon_{\text{Cond}}})$ and $d' = \left(\frac{2}{3}\right)^s d$.

We set

$$\gamma = \frac{1}{2^5 e_{\text{DKSS}}}$$

and this also fixes $c_\gamma$ as in Theorem 2.1.15. Notice that $\gamma$ and $c_\gamma$ are fixed constants independent of all other parameters in our system.

Now, choose $\varepsilon_{\text{Cond}}$ so that

$$\left(\frac{1}{\varepsilon_{\text{Cond}}}\right)^{\log(3/2)} \geq \frac{4}{\delta_0} 2^{12c_\gamma c_{\text{DKSS}}} \log^4 \frac{1}{\varepsilon_{\text{Cond}}},$$

(6.2)
and also so that \( \varepsilon_{\text{Cond}} \leq \xi(\varepsilon_0, \delta_0) \), where

\[
\xi(\varepsilon_0, \delta_0) = \min \left\{ 2^{-s_0}, \left( \frac{\varepsilon_0}{8} \right)^2, \left( \frac{\varepsilon_0}{5} \right)^c, \left( \frac{\varepsilon_0}{5c^2} \right)^{1/\gamma} \right\}.
\] (6.3)

Given \( \varepsilon_{\text{Cond}} \), we set

\[ s = \log \frac{1}{\varepsilon_{\text{Cond}}} \geq s_0, \]

giving \( a = 8c_{\text{DKSS}} \log \frac{1}{\varepsilon_{\text{Cond}}} \). Note that the degree of the condenser, \( A = 2^a \), satisfies

\[
\sqrt{\varepsilon_{\text{Cond}}} A = 2^{-\frac{1}{2} \log \frac{1}{\varepsilon_{\text{Cond}}} + a} = 2^{-\frac{a}{\pi c_{\text{DKSS}}}} = A^{1-2\gamma}.
\]

Observe that \( s \geq s_0 \) and that \( d' = \Omega(d) \). Also, notice that

\[
(\delta_2 - \delta')d' = d'/100 \geq a = \log A
\]

for large enough \( d \). Thus, \( \text{Cond} \) is a \((\delta d \rightarrow \log(A) + \delta' d', \varepsilon_{\text{Cond}})\) condenser.

Define an \( A \times d' \) table \( Y' \) where

\[
Y'_i = C(Y, i) \in \{0,1\}^{d'}
\]

for \( i = 1, \ldots, A \).

1-wise uniformity: Let \( c_1, c_2 \) be the constants from Theorem 6.2.3 for \( \delta_{\text{Raz}} = 0.6 \).

Notice that \( \delta_{\text{Raz}}d' = \Omega(d') = \Omega(d) \). Therefore, for a constant \( c \) large enough, \( d \geq c \log n \) is large enough so that \( \delta_{\text{Raz}}d' \geq c_2 \log n \). We can, in particular, choose \( c \) such that in addition \( c \geq c_1 \). Recalling that \( k \geq c \log d \), we have \( k \geq c_1 \log d' \). By Theorem 6.2.3, there exists an explicit function

\[
\text{Raz}: \{0,1\}^n \times \{0,1\}^{d'} \rightarrow \{0,1\}^{d''}
\]

that is a strong \((\log(n,k), (d', \delta_{\text{Raz}}d'), \varepsilon_{\text{Raz}} = 2^{-\Omega(d'')})\) two-source extractor with \( d'' = \Omega(\min \{k, \delta_{\text{Raz}}d'\}) = \Omega(k) \). Define an \( A \times d'' \) table \( Y'' \) where

\[
Y''_i = \text{Raz}(X, Y'_i)
\]

for \( i = 1, \ldots, A \).

\( t \)-wise uniformity: Let \( k_{\text{CBA}} = \frac{bd}{8} \) and \( \varepsilon_{\text{CBA}} = \frac{1}{d} \). Set

\[
t = \frac{\delta_0}{4} \left( \frac{3}{2} \right)^s.
\]

\( t \)-wise uniformity: Let \( k_{\text{CBA}} = \frac{bd}{8} \) and \( \varepsilon_{\text{CBA}} = \frac{1}{d} \). Set

\[
t = \frac{\delta_0}{4} \left( \frac{3}{2} \right)^s.
\]
Notice that for a large enough constant $c$ we have
\[ d'' = \Omega(k) = \Omega(c \log d) \geq c_{\text{CBA}} a t \log \frac{d}{\varepsilon_{\text{CBA}}}, \]
where the latter is the seed-length required by the correlation-breaker from Theorem 6.2.6. Also, $k_{\text{CBA}} \geq \frac{hd}{8} \geq d''$ for large enough $d$, as $d'' = \Omega(k) = \Omega(\log d)$. Hence, by Theorem 6.2.6 there exists an explicit function
\[ \text{CBA}: \{0,1\}^d \times \{0,1\}^{d''} \rightarrow \{0,1\} \]
that is a $(t, k_{\text{CBA}}, \varepsilon_{\text{CBA}})$ correlation-breaker with advice.

Define an $A \times 1$ table $Y'''$ where
\[ Y'''_i = \text{CBA}(Y, Y''_i, i) \]
for $i = 1, \ldots, A$.

Keep in mind that the entropy in $Y$ suffices for CBA since $H_\infty(Y) = 8k_{\text{CBA}}$.

**Collapse:** Take $f: \{0,1\}^A \rightarrow \{0,1\}$ to be the $(q = A^{1-2\gamma}, t, \varepsilon_f = c_\gamma A^{-\gamma})$ resilient function of Theorem 2.1.15 and output $f(y'''_1, \ldots, y'''_A)$.

### 6.4.2 Two subtleties

As mentioned in the introduction, there are several delicate issues in the analysis:

1. Circular dependence: $Y''$ depends on both $X$ and $Y$, and is used as a seed in the application of the correlation-breaker with advice on $Y$.

2. We need $Y'''$ to be close to a perfect $t$-wise independent table, while the correlation-breaker with advice only guarantees that every $t$ good rows are close to uniform. To bridge the gap we need the error to be at least polynomially-small in the number of rows, but some of the steps incur a large constant error.

To overcome the first issue we show a conditioning under which $Y''$ is still good, $Y$ is independent of $Y''$ and even after the conditioning the two sources have enough min-entropy.

To overcome the second issue we distinguish between large errors that depend on the number of rows $A$, and small errors that depend on the row length (see Section 6.1.3). In particular, the errors are of three types:

- The probability $p_1$ that a value we condition upon is bad. This error is incurred by the condenser and is high (think of it as being a constant).

- We show that when we condition on a good value, every $t$ good rows in $Y'''$ are $p_2$-close to uniform. We then claim that $Y'''$ as a table is $A^tp_2$-close to a table where the good rows are truly $t$-wise independent (where $A$ is the number of rows in the table $Y'''$). The error $p_2$ is incurred by Raz’s extractor and by the correlation-breaker, and can be made very small if we deal with a source $X$ having enough min-entropy. We make $p_2$ small enough so that $A^tp_2$ is also small.
• A third error $p_3$ is incurred by the resilient function $f$. This error is large, say, a constant, and we are fine with that.

Note that we cannot just accumulate all errors as $A'p_1$ is way larger than 1. Instead, we argue that with a constant probability $1 - p_1$, we get extremely close to perfect behavior, and then we get such a small error $p_2$ so that $A'p_2$ is also small.

6.4.3 The analysis

Proof of Theorem 6.4.1. Fix an $(n, k)$ source $X$ and an independent $(d, \delta d)$ source $Y$. We decompose the proof into three parts:

• In the first part we prove that very often (except for a small constant probability) the table $Y''$ contains many rows that are marginally close to uniform.

• Next, we prove that every set of $t$ rows $\{i, j_1, \ldots, j_{t-1}\}$ in $Y'''$ are product in the sense that if $i$ is a good row (intuitively meaning that $Y''_i$ is close to uniform) and $j_1, \ldots, j_{t-1}$ are $t-1$ other rows, then in $Y'''$, $Y'''_i$ is close to uniform and independent of $Y'''_{j_1}$, $\ldots$, $Y'''_{j_{t-1}}$. This part involves applying a correlation-breaker with advice on $Y$ and $Y''$. In order to ensure that $Y$ and $Y''$ are independent, we condition on the values of $Y'_i$ in the $t$ rows $\{i, j_1, \ldots, j_{t-1}\}$.

• Together, except for a small constant probability, there are many good rows, and every $t$ rows of $Y'''$ are product, hence the table $Y'''$ is close to a $(q, t)$ non-oblivious bit-fixing source, where every good row is a good bit in the bit-fixing source. Hence, $f(Y''')$ is close to uniform.

Part 1: Often, many rows in $Y'$ are good

Let $\varepsilon_i$ be the minimal distance of $\text{Cond}(Y, i)$ from a $\delta' d'$-source. According to Lemma 6.2.1,

$$\mathbb{E}_{i \in [A]}[\varepsilon_i] \leq \varepsilon_{\text{Cond}}.$$

Definition 6.4.4. We say $z \in \{0, 1\}^d$ is good if $\text{Raz}(X, z)$ is $\varepsilon_{\text{Raz}}$-close to uniform. Let $GZ$ be the set of all good $z$-s, and $BZ$ the rest. We say $i \in [A]$ is good for $y \in \{0, 1\}^d$ if $\text{Cond}(y, i) \in GZ$ and bad otherwise. We define a random variable $B_i$, where the sample space is $Y$, and $B_i(y) = 1$ if $i$ is bad for $y$ and 0 otherwise.

By Claim 6.2.4, $|BZ| \leq 2^{69d'd'}$. Therefore, in expectation, the number of bad rows for $y$ is small:

Claim 6.4.5. $\mathbb{E}_{y \in Y}\left[\sum_{i \in [A]} B_i(y)\right] \leq 2\varepsilon_{\text{Cond}} A$.

Proof. Fix an $i \in [A]$. We have that $\text{Cond}(Y, i)$ is $\varepsilon_i$-close to some $\delta' d' = 0.69d'$-source $R$. Hence:

$$\mathbb{E}_y[B_i(y)] = \Pr_{y \in Y}[C(y, i) \in BZ] \leq \varepsilon_i + \Pr_{r \in R}[r \in BZ] \leq \varepsilon_i + \frac{|BZ|}{2^{\delta' d'}} = \varepsilon_i + 2^{-0.09d'}.$$
Thus, for $d$ large enough,
\[
\mathbb{E}_y \left[ \sum_{i \in [A]} B_i(y) \right] = \sum_{i \in [A]} \mathbb{E}_y [B_i(y)] \leq \sum_{i \in [A]} \left( \varepsilon_i + 2^{-0.09d} \right) \leq \varepsilon_{\text{Cond}} A + 2^{-0.09d} A \leq 2\varepsilon_{\text{Cond}} A.
\]

\[\square\]

**Definition 6.4.6.** We say $y \in \text{Supp}(Y)$ has many bad rows if $\sum_{i \in [A]} B_i(y) \geq \sqrt{\varepsilon_{\text{Cond}} A}$. Denote $p_{1,1} = \frac{\varepsilon_0}{4}$.

**Claim 6.4.7.** $\Pr_{y \in Y} [y \text{ has many bad rows}] \leq p_{1,1}$.

**Proof.** By Markov,
\[
\Pr_{y \in Y} \left[ \sum_i B_i(y) \geq \sqrt{\varepsilon_{\text{Cond}} A} \right] \leq \frac{\mathbb{E} \left[ \sum_i B_i(y) \right]}{\sqrt{\varepsilon_{\text{Cond}} A}} \leq \frac{2\varepsilon_{\text{Cond}} A}{\sqrt{\varepsilon_{\text{Cond}} A}} = 2\sqrt{\varepsilon_{\text{Cond}}} \leq \frac{\varepsilon_0}{4},
\]
where the last inequality follows from the fact that $\varepsilon_{\text{Cond}} \leq (\frac{\varepsilon_0}{8})^2$. \[\square\]

**Part 2: The good rows are $t$-wise independent**

We introduce some notations to simplify the expressions in the proof. For $y_0 \in \{0,1\}^d$ and $k \in [A]$, let $Y''''(y_0)$ denote $(Y''')(Y = y_0)$. Also, for a set $S \subseteq [A]$, define $Y''''(y_0) = \{Y'''(y_0)\}_{j \in S}$. Denote $p_2 = \varepsilon_{\text{Raz}} + 2\varepsilon_{\text{CBA}}$.

**Definition 6.4.8.** Let $y_0 \in \{0,1\}^d$ (not necessarily in the support of $Y$). Let $i \in [A]$ and $S \subseteq [A] \setminus \{i\}$ of cardinality $t - 1$. We say $y_0$ violates the product rule for $(i, S)$ if $B_i(y_0) = 0$ and
\[
(Y'''(y_0), Y''''(y_0)) \not\approx_{p_2} U_1 \times Y''''(y_0).
\]

**Definition 6.4.9.** Let $y_0 \in \{0,1\}^d$ (not necessarily in the support of $Y$). Let $i \in [A]$ and $S \subseteq [A] \setminus \{i\}$ of cardinality $t - 1$. We say $y_0$ violates the product rule with distinguisher $\Delta: \{0,1\}^t \rightarrow \{0,1\}$ for $(i, S)$ if $B_i(y_0) = 0$ and
\[
\left| \Pr[\Delta(Y''''(y_0), Y''''(y_0)) = 1] - \Pr[\Delta(U_1, Y''''.(y_0)) = 1] \right| > p_2.
\]

Observe that if $y_0$ violates the product rule then there exists some $\Delta$ such that $y_0$ violates the product rule with distinguisher $\Delta$.

**Lemma 6.4.10.** For every $i$ and $S$ as above, the number of $y \in \{0,1\}^d$ that violate the product rule for $(i, S)$ is at most $2^{d_0 d/2 + 2^t}$.

\[^2\text{We could have used an alternative argument that avoids the } 2^{2^t} \text{ factor here by a minor deterioration in the error of the CBA. However, since the } t \text{ we use is constant the } 2^{2^t} \text{ factor is negligible.}\]
Proof. Suppose the lemma is false for some \((i, S)\). Then, by the pigeonhole principle there exists some \(\Delta\) such that the number of elements \(y \in \{0,1\}^d\) that violate the product rule for \((i, S)\) with distinguisher \(\Delta\) is at least \(2^{bd/2}\). Let \(BY\) denote the set of these elements. Identify \(BY\) with the uniform distribution over the set \(BY\).

Let \(BY' = \text{Cond}(BY, i)\), \(BY'' = \text{Raz}(X, BY'_i)\) and \(BY''' = \text{CBA}(BY, BY'', i)\). For a subset \(T \subseteq [A]\) let \(BY'_T\) denote the sub-table of \(BY'\) corresponding to the rows of \(T\), and similarly \(BY''_T\) and \(BY'''_T\). Since for every \(y \in BY\), we have that
\[
\Delta(BY'_i(y), BY''_i(y)) \neq_{p_2} \Delta(U_1, BY''_i(y)),
\]
this holds also on average, that is
\[
\Delta(BY'''_i(y), BY'''_S(y)) \neq_{p_2} \Delta(U_1, BY'''_S(y)),
\]
Thus, it follows that
\[
BY'''_{\cup(i)} \neq_{p_2} U_1 \times BY'''_S. \tag{6.11}
\]

On the other hand, when we condition on the values of
\[
\mathcal{H} = BY'''_{\cup(i)}
\]
the conditions for the correlation-breaker with advice hold:

- \(BY\) and \(BY''_{\cup(i)}\) are independent given \(\mathcal{H} = BY'''_{\cup(i)}\), since \(\mathcal{H}\) is a function of \(BY\) alone, and given that \(\mathcal{H} = BY'''_{\cup(i)} = h\) for some \(h\), \(BY''_{\cup(i)}\) is a function of \(X\) alone.

\[
\bar{H}_\infty(BY|\mathcal{H}) \geq H_\infty(BY) - \log(|\text{Supp}(\mathcal{H})|)
\]
\[
= H_\infty(BY) - td' \geq \frac{\delta_0 d}{2} - td' \geq \frac{\delta_0 d}{4},
\]
because
\[
\frac{td'}{d} = t \cdot \left(\frac{2}{3}\right)^s = \frac{\delta_0}{4}.
\]

Now, since \(k_{\text{CBA}} = \frac{\delta_0 d}{8}\) and \(\varepsilon_{\text{CBA}} = \frac{1}{d}\) we also have for \(d\) large enough,
\[
\bar{H}_\infty(BY|\mathcal{H}) \geq \frac{\delta_0 d}{4} \geq k_{\text{CBA}} + \log \frac{1}{\varepsilon_{\text{CBA}}}.
\]

- \(B_i(y) = 0\), hence \(BY'_i \in GZ\) and \(BY''_i = \text{Raz}(X, BY'_i)\) is \(\varepsilon_{\text{Raz}}\)-close to uniform.

Thus, by the correlation-breaker with advice property,
\[
\left\{ \text{CBA}(BY, BY''_i, i), \{ \text{CBA}(BY, BY''_j, j) \}_{j \in S} \right\} \approx_{\varepsilon_{\text{Raz}} + 2\varepsilon_{\text{CBA}}} \left(U_1, \left\{ \text{CBA}(BY, BY''_j, j) \right\}_{j \in S} \right),
\]
or, equivalently,
\[
(BY'''_i, BY'''_S) \approx_{p_2} U_1 \times BY'''_S,
\]
in contradiction to Equation (6.11).
Definition 6.4.12. Say $y \in \{0,1\}^d$ violates the product rule if it violates it for some $i \in [A] \setminus \{i\}$ of cardinality $t - 1$.

As $H_\infty(Y) = \delta_0 d$, the probability $y \in Y$ violates the product rule for a specific $(i, S)$ is at most $2^d - \delta_0 d/2 = 2^{t - \delta_0 d/2}$. Let $p_{1,2} = \frac{\alpha}{10}$. Then, by the union bound, for $d$ large enough:

**Corollary 6.4.13.** $\Pr_{y \in Y}[y \text{ violates the product rule}] \leq 2^{t - \delta_0 d/2} \cdot A' \leq p_{1,2}$.

**Part 3: Completing the proof**

**Definition 6.4.14.** We say $y$ is bad if it has many bad rows or if it violates the product rule. If $y$ is not bad we say it is good.

Let $p_1 = p_{1,1} + p_{1,2}$. Clearly, by Claim 6.4.7 and Corollary 6.4.13, $\Pr_{y \in Y}[y \text{ is bad}] \leq p_1 = \left(\frac{1}{4} + \frac{1}{10}\right) \varepsilon_0$.

**Claim 6.4.15.** Fix any good $y \in Y$. Then, $Y''(y)$ is a $(q, t, tp_2)$ non-oblivious bit-fixing source, for $q = \sqrt{\varepsilon_{\text{Cond}}A}$.

**Proof.** Let $Q(y) \subseteq [A]$ be the set of bad rows for $y$. As $y$ does not have many bad rows, $|Q(y)| = \sum_{i \in [A]} B_i(y) \leq \sqrt{\varepsilon_{\text{Cond}}A} = q$.

Now, fix any set $S \subseteq [A] \setminus Q(y)$ of cardinality $t$. Let $i \in S$. As $S \subseteq [A] \setminus Q(y)$ and $i \in S$ we have $i \notin Q(y)$ and therefore $B_i(y) = 0$. Also, $y$ does not violate the product rule, hence, \[ (Y''_i(y), Y''_{S \setminus \{i\}}(y)) \approx_{p_2} U_1 \times Y''_{S \setminus \{i\}}(y). \]

As this is true for any $i \in S$, by Lemma 2.1.2, \[ Y''_{S}(y) \approx_{tp_2} U_t. \]

Thus, $Y''(y)$ is a $(q, t, tp_2)$ non-oblivious bit-fixing source.

In particular, By Lemma 2.1.11, for every good $y$, $Y''(y)$ is $tA'p_2$-close to a $(q, t)$ non-oblivious bit-fixing source. By the choices we have made above $q = \sqrt{\varepsilon_{\text{Cond}}A} \leq A^{1-2\gamma}$.

Equation (6.2) implies that \[ t = \frac{\delta_0}{4} \left( \frac{1}{\varepsilon_{\text{Cond}}} \right)^{\log(3/2)} \geq c_\gamma \log^4 A. \]

Using the resiliency of $f$ from Theorem 2.1.15 (and the fact that it is almost balanced), the output when $y$ is good is $p_3$-close to uniform for $p_3 = tA'p_2 + \varepsilon_f + A^{-1/c_\gamma}$, where the first term is due to the distance from a $t$-wise distribution, the second is due to the resiliency and the third is due to the bias of $f$ (see, e.g., Lemma 2.11 in [CZ16]). To that we also have to add the probability $p_1$ that $y$ is not good. To finish the proof we notice that:

- It holds that \[ \varepsilon_f \leq c_\gamma \frac{q}{A^{1-\gamma}} \leq c_\gamma A^{1-2\gamma} \leq c_\gamma A^{-\gamma} \leq c_\gamma 2^{-\gamma} \frac{1}{\varepsilon_{\text{Cond}}} \leq \frac{\varepsilon_0}{\varepsilon_0}/5, \]

because $\varepsilon_{\text{Cond}} \leq (\frac{\alpha}{5c_\gamma})^{1/\gamma}$. 85
<table>
<thead>
<tr>
<th>Required entropy $k$</th>
<th>Seed length $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower-bound, non-explicit</td>
<td>$\log \log(\frac{1}{\varepsilon})$</td>
</tr>
<tr>
<td>[GI02]</td>
<td>$\log \log(\frac{1}{\varepsilon})$</td>
</tr>
<tr>
<td>This work (Theorem 6.5.2)</td>
<td>$O(\log \log \frac{1}{\varepsilon})$</td>
</tr>
</tbody>
</table>

Table 6.1: Parameters of strong $(k, \varepsilon)$ one-bit dispersers, up to additive $O(1)$ terms. $\gamma$ is an arbitrarily small positive constant.

- Also,
  
  $\frac{A}{c_\gamma} \leq 2^{-\frac{1}{\varepsilon} \log \frac{1}{\varepsilon} \text{Cond}} \leq \varepsilon \text{Cond} = \left(\frac{\varepsilon_0}{5}\right)^\gamma$.

- Finally, $tp_2 = t(\varepsilon_{\text{Raz}} + 2\varepsilon_{\text{CBA}}), \varepsilon_{\text{Raz}} = 2^{-\Omega(k)} = d^{-\Omega(1)}, \varepsilon_{\text{CBA}} = \frac{1}{d}$. Thus, $tp_2 \leq 4td^{-\Omega(1)}$.

Together, the error is at most $p_1 + p_3 \leq \varepsilon_0$ completing the proof of the theorem.

### 6.5 Strong Seeded Dispersers and Friends

#### 6.5.1 Strong seeded dispersers

**Definition 6.5.1.** \text{Disp}: $\{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m$ is a strong $(k, \varepsilon)$ disperser, if for every $(n, k)$ source $X$,

$$|\text{Supp}((Y, \text{Disp}(X, Y)))| > (1 - \varepsilon)DM.$$  

We say \text{Disp} is (source) linear if for every $y \in \{0, 1\}^d$ and every $x_1, x_2 \in \mathbb{F}_2^n$, \text{Disp}(x_1 + x_2, y) = \text{Disp}(x_1, y) + \text{Disp}(x_2, y)$.  

We are interested in the important special case where $m = 1$. In this case, non-explicitly, a random function is (w.h.p.) a strong $(k, \varepsilon)$ disperser with $d = \log n + \log(\frac{1}{\varepsilon}) + O(1)$ provided that $k \geq \log \log(\frac{1}{\varepsilon}) + O(1)$ [RTS00, MRZ14]. A matching lower bound, up to additive constant factors, was given by [RTS00].

Using the translation between strong seeded dispersers and erasure list-decodable codes which we discuss in Section 6.5.3, Guruswami and Indyk’s result [GI02] gives a probabilistic polynomial time algorithm that outputs with high probability a strong seeded disperser with seed-length $d = 2\log(\frac{1}{\varepsilon}) + \log n + \log \log(\frac{1}{\varepsilon})$ and optimal entropy loss. The construction can be made deterministic, but with running time exponential in $1/\varepsilon$. See Table 6.1 for a summary of previous results.

Note that as we discuss the one output bit case, the required entropy is essentially the entropy loss. Form Theorem 6.4.1 we can derive a better explicit construction of a strong disperser with low error.
Theorem 6.5.2. For every constant $0 < \gamma < 1$ there exists a constant $c \geq 1$ such that for every integer $n$ and every $\varepsilon \leq n^{-1+\gamma}$ there exists an explicit strong $(k, \varepsilon)$ disperser $\text{Disp}: \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}$ where $d = (1 + \gamma) \log(\frac{1}{\varepsilon})$ and $k = c \log d$.

Proof. Set $\varepsilon_0 = \frac{1}{4}$ and $\delta_0 = \frac{\varepsilon}{1+\gamma}$. Let $c$ be the constant from Theorem 6.4.1 for $\delta_0$ and $\varepsilon_0$ and let $2\text{Ext}: [N] \times [D] \rightarrow \{0, 1\}$ be the $((n, k), (d, k_2 = \delta_0 d), \varepsilon_0)$ two-source extractor where $d = (1 + \gamma) \log(\frac{1}{\varepsilon})$ and $k = c \log d$. Notice that $d \geq \log n$ (because $\varepsilon \leq n^{-1+\gamma}$) as required.

Let $X \subseteq [N]$ be a set of size $K$ and call a value $y \in [D]$ $b$-bad if $\text{Disp}(X, y) = \{b\}$. It follows that the sets of 0-bad $y$-s and 1-bad $y$-s are each of size less than $K_2$. Therefore,

$$|\text{Supp}(\langle U_d, \text{Disp}(X, U_d) \rangle)| > 2K_2 + 2(D - 2K_2) = 2D - 2K_2 = \left(1 - \frac{K_2}{D}\right)2D = (1 - \varepsilon)2D,$$

because $\frac{K_2}{D} = 2^{-(1-\delta_0)d} = 2^{-\frac{1}{1+\gamma}d} = 2^{-\log(\frac{1}{\varepsilon})} = \varepsilon$. \hfill \qedsymbol

6.5.2 Non-strong dispersers

We now prove Theorem 6.1.5 and output more bits from the source at the expense of being strong in only most of the seed. We construct

$$\text{Disp}: \{0, 1\}^n \times \{0, 1\}^{d_1} \times \{0, 1\}^{d_2} \rightarrow \{0, 1\}^m,$$

where we think of $d_1$ and $d_2$ as two parts of the seed. $\text{Disp}$ will be strong in the first $d_1$ bits of the seed. Using the notations of Section 6.4 we let

$$\text{Disp}(x, y, i) = (y, \text{Raz}(x, \text{Cond}(y, i))).$$

We now prove (in sketch) Theorem 6.1.5.

Proof. We adopt the notations of Section 6.4. In those notations, $\text{Disp}(X, Y, I) = (Y, Y'')$. First note that the length of $i \in \{0, 1\}^{d_2}$ is the logarithm of the number of rows in the table $Y''$ which is $a = O(1)$. By Claim 6.4.7 we know that for nearly every $y \in \{0, 1\}^{d_1}$ we have many values $i \in \{0, 1\}^{d_2}$ such that $\text{Raz}(X, \text{Cond}(y, i))$ is $\varepsilon_{\text{Raz}}$-close to uniform. In particular, for every $y$ that has many good rows, let $i_y$ be any such row. Then,

$$|\text{Supp}(\text{Disp}(X, U_{d_1}, U_{d_2}))| \geq \sum_{y \text{ has many good rows}} |\text{Supp}(\text{Disp}(X, y, i_y))| \geq \sum_{y \text{ has many good rows}} (1 - \varepsilon_{\text{Raz}})2^{d''}.$$

The theorem now follows since $d'' = \Omega(k)$ and $\varepsilon_{\text{Raz}}$ is smaller than $2^{-\Omega(d'')}$, which implies that we can truncate the output of $\text{Raz}$ such that when $\text{Raz}(X, \text{Cond}(y, i))$ is $\varepsilon_{\text{Raz}}$-close to uniform it covers its entire support. \hfill \qedsymbol
<table>
<thead>
<tr>
<th>Rate $R = n/\tilde{n}$</th>
<th>List size $L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower-bound, non-explicit</td>
<td>$\varepsilon$</td>
</tr>
<tr>
<td>[GI02]</td>
<td>$\frac{\varepsilon^2}{\log(1/\varepsilon)}$</td>
</tr>
<tr>
<td>This work (Theorem 6.5.8)</td>
<td>$\varepsilon^{1+\gamma}$</td>
</tr>
</tbody>
</table>

Table 6.2: Parameters of $(\tilde{n}, N)_2$ codes, $((1 - \varepsilon)\tilde{n}, L)$ erasure list-decodable, up to constant multiplicative factors. $\gamma$ is an arbitrarily small positive constant.

### 6.5.3 Erasure list-decodable codes

An $(\tilde{n}, n)$ (binary) code is a mapping $C : \{0, 1\}^n \rightarrow \{0, 1\}^{\tilde{n}}$. The code $C$ is linear if $C$ is linear, and is denoted by $[\tilde{n}, n]$ . We identify a code with the image of $C$. For a linear $C$ this image is a linear subspace of $F_2^{\tilde{n}}$ of dimension $n$. A generator matrix for an $[\tilde{n}, n]$ code $C$ is any matrix whose columns form a basis for $C$. In the erasures noise model, an adversarially chosen subset of the codeword’s symbols are erased and the positions where erasures have occurred are known.

**Definition 6.5.3.** A code $C \subseteq \{0, 1\}^{\tilde{n}}$ is $(s, L)$ erasure list-decodable if for every $r \in \{0, 1\}^{\tilde{n} - s}$ and every set $T \subseteq [\tilde{n}]$ of size $\tilde{n} - s$,

$$\left| \{ c \in C | c|_T = r \} \right| < L,$$

where $c|_T$ denotes the projection of $c$ to the coordinates in $T$.

The following folklore lemma (see, e.g., [Gur03, Lemma 1]) gives an alternative characterization of linear erasure list-decodable codes.

**Lemma 6.5.4.** An $[\tilde{n}, n]_2$ linear code $C$ is $((1 - \varepsilon)\tilde{n}, L)$ erasure list-decodable if and only if its $\tilde{n} \times n$ generator matrix $G$ has the property that every $\varepsilon \tilde{n} \times n$ sub-matrix of $G$ has rank greater than $n - \log L$.

Non-explicitly, we have:

**Theorem 6.5.5 ([Gur03]).** For every $n$ and $\varepsilon > 0$, there exists an $(\tilde{n}, n)$ binary code that is $((1 - \varepsilon)\tilde{n}, L)$-erasure list-decodable of rate $\frac{n}{\tilde{n}} = \Omega(\varepsilon)$ and $L = O(\log \frac{1}{\varepsilon})$.

See Table 6.2 for a summary of previous results.

Guruswami [Gur04a] observed that strong dispersers can be used to construct erasure list-decodable codes. Here we complement his argument, and note that strong dispersers are equivalent to erasure list-decodable codes. Given a function $\text{Disp} : [N] \times [D] \rightarrow \{0, 1\}$, we consider the $(D, n)$ code $C_{\text{Disp}} : \{0, 1\}^n \rightarrow \{0, 1\}^D$ defined by $C_{\text{Disp}}(x)_i = \text{Disp}(x, i)$. Note that the code is linear if and only if $\text{Disp}$ is linear.

**Lemma 6.5.6** (following [Gur04a]). The function $\text{Disp} : [N] \times [D] \rightarrow \{0, 1\}$ is a strong $(k, \varepsilon)$ disperser if and only if $C_{\text{Disp}}$ is $((1 - 2\varepsilon)D, K)$ erasure list-decodable.
Proof. For one direction, assume $\text{Disp}$ is a strong $(k, \varepsilon)$ disperser. We wish to prove that $\mathcal{C}_{\text{Disp}}$ is $((1 - 2\varepsilon)D, K)$ erasure list-decodable. Let $T = \{t_1, \ldots, t_{2\varepsilon D}\} \subseteq [D]$ be an arbitrary set of size $2\varepsilon D$ and $r \in \{0, 1\}^{2\varepsilon D}$ an arbitrary string. Let $X_{T, r} \subseteq \{0, 1\}^n$ denote the set of all the messages $x$ for which $\mathcal{C}_{\text{Disp}}(x)\mid_T = r$. Then,

$$|\text{Supp}((U_d, \text{Disp}(X_{T, r}, U_d)))| \leq |T| \cdot 1 + (D - |T|) \cdot 2 \leq (1 - \varepsilon)2D,$$

where the first inequality follows by considering seeds in $T$ and seeds in $[D] \setminus T$. For a seed $t_i \in T$ we have that $\text{Disp}(X_{T, r}, t_i)$ is fixed, hence each such seed contributes $1$ to the support size. For any other seed $y$, the support size of $\text{Disp}(X_{T, r}, y)$ is at most $2$. As $\text{Disp}$ is a strong $(k, \varepsilon)$ disperser, we conclude that $|X_{T, r}| \leq K$ as desired.

For the other direction assume $\text{Disp}$ is a not a strong $(k, \varepsilon)$ disperser. Then, there exists a set $X \subseteq \{0, 1\}^n$ such that $|X| \geq K$ and $|\text{Supp}((U_d, \text{Disp}(X, U_d)))| \leq (1 - 2\varepsilon)2D$. Note that for every $y \in [D]$ we have $|\text{Supp}(\text{Disp}(X, y))| \in \{1, 2\}$. Therefore, following the above calculation, there exists a set $T \subseteq D$ of size at least $2\varepsilon D$ such that for each $y \in T$, $|\text{Supp}(\text{Disp}(X, y))| = 1$. But this means that for every $x \in X$, $\mathcal{C}_{\text{Disp}}(x)\mid_T$ is the same (punctured) codeword. It follows that $\mathcal{C}_{\text{Disp}}$ is not $((1 - 2\varepsilon)D, K)$ erasure list-decodable.

Corollary 6.5.7. If $\text{Disp}: \{0, 1\}^n \times \{0, 1\}^d \to \{0, 1\}$ is a strong $(k, \varepsilon)$ disperser with seed-length $d = a_1 \log n + a_2 \log(\frac{1}{\varepsilon}) + a_3$ (for some $a_1 \geq 1, a_2 \geq 1$ and $a_3$) then $\mathcal{C}_{\text{Disp}}$ is an $((1 - 2\varepsilon)D, K)$ erasure list-decodable code of rate $2^{-a_3} \cdot n^{1-a_1} \cdot \varepsilon^{a_2}$.

When $\varepsilon$ is much smaller than $\frac{1}{n}$ the dominant factor is determined by $a_2$. As we mentioned earlier (and as Guruswami also notes in [Gur04a]) previous explicit constructions for binary codes had $a_2 \geq 2$ (usually inherited from extractor constructions). Our construction is the first to get arbitrary close to $a_2 = 1$ and small list-size. Combining Corollary 6.5.7 and Theorem 6.5.2, we obtain:

Theorem 6.5.8. For every constant $0 < \gamma < 1$ there exists a constant $c \geq 1$ such that for every integer $n$ and every $\varepsilon \leq n^{-\frac{1}{1+c}}$, there exists an explicit code $\mathcal{C}: \{0, 1\}^n \to \{0, 1\}^{\left(\frac{1}{2}\right)^{1+\gamma}}$ that is

$$\left((1 - 2\varepsilon) \left(\frac{1}{\varepsilon}\right)^{1+\gamma}, \left((1 + \gamma) \log \left(\frac{1}{\varepsilon}\right)\right)^{c}\right),$$

erasure list-decodable of rate $n^{-1+\gamma}$.

6.5.4 Ramsey graphs

In this section we tackle the problem of constructing unbalanced Ramsey graphs.

Definition 6.5.9. A bipartite graph $\text{Ram}$: $[N_1] \times [N_2] \to \{0, 1\}$ is a $(K_1, K_2)$ bipartite Ramsey graph if every $K_1 \times K_2$ induced subgraph of $\text{Ram}$ is neither a bipartite clique nor a bipartite independent set.

While it is possible to interpret some pseudorandom objects as unbalanced Ramsey graphs, they were less studied explicitly. See Table 6.3 for a summary of previous results.

It is easy to see that a two-source extractor with any non-trivial error is, in fact, a bipartite Ramsey graph, so as a corollary of Theorem 6.4.1, we obtain:
Table 6.3: Parameters of \((K_1, K_2)\) Ramsey graphs in the unbalanced case, \([N_1 = 2^n \times |N_2|\). \(c\) is any large enough constant and \(\gamma\) is an arbitrarily small positive constant.

## Corollary 6.5.10.

For every integer \(N_1\) and a constant \(0 < \delta < 1\) there exists a constant \(c = c(\delta) \geq 1\) and an explicit function \(\text{Ram} : [N_1] \times [N_2] \rightarrow \{0, 1\}\) that is a bipartite \((K_1, K_2 = N^\delta)\) Ramsey graph, for \(N_2 = \log^\epsilon N_1\) and \(K_1 = \log^\epsilon N_2\).

We start with the easy claim that bipartite Ramsey graphs are equivalent to strong one-bit dispersers.

## Claim 6.5.11.

If \(\text{Ram} : [N_1] \times [N_2] \rightarrow \{0, 1\}\) is a \((K_1, K_2)\) bipartite Ramsey graph then \(\text{Ram}\) is a strong \((k_1, \varepsilon \geq \frac{K_1}{N_2})\) disperser with seed-length \(n_2 = k_2 + \log(\frac{1}{\varepsilon})\). Also, if \(\text{Ram}\) is a strong \((k_1, \varepsilon = \frac{K_2}{2N_2})\) disperser then it is a \((K_1, K_2)\) bipartite Ramsey graph.

## Proof.

The first claim follows from the proof of Theorem 6.5.2.

For the other claim, which was already observed in [GKRTS05], assume \(\text{Ram}\) is a \((k_1, \varepsilon = \frac{K_2}{2N_2})\) disperser and assume towards contradiction that it is not a \((K_1, K_2 = 2\varepsilon N_2)\) bipartite Ramsey graph. Hence, there exist some \(S \subseteq [N_1]\) and \(T \subseteq [N_2]\) so that \(|S| \geq K_1\) and \(|T| \geq K_2\) such that either \(\text{Ram}(S, T) = \{0\}\) or \(\text{Ram}(S, T) = \{1\}\). Assume without loss of generality that \(\text{Ram}(S, T) = \{0\}\), so for every \(t \in T\), \((t, 1) \notin \text{Supp}((U_{n_2}, \text{Ram}(S, U_{n_2})))\). But then,

\[
|\text{Supp}((U_{n_2}, \text{Ram}(S, U_{n_2})))| \leq 2(|N_2 - |T|) + |T| \leq (1 - \varepsilon)2N_2,
\]

a contradiction.

As observed in [GKRTS05], the quality of the Ramsey graph implied by the above theorem crucially depends on the seed-length of the given disperser. Specifically, if the seed-length dependence on the error \(\varepsilon\) is \(2 \cdot \log(\frac{1}{\varepsilon})\) then \(K_2 = 2\varepsilon N_2 > \sqrt{N_2}\) and if it is \(1 \cdot \log(\frac{1}{\varepsilon})\) then \(K_2\) can be very small.

We mention a more frugal way of obtaining Ramsey graphs from \textit{linear} dispersers. The argument is a straightforward adaptation of an argument of Alon [Gur04b, Proposition 10.15].\(^3\) The parameters we obtain are identical to the above claim (and [GKRTS05]), except that one side of the graph is scaled down (from \(N\) to \(n\)) as is its entropy (from \(K\) to \(k\)).

## Theorem 6.5.12.

Suppose \(\text{Disp} : \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}\) is a linear strong \((K, \varepsilon)\) disperser. Let \(G\) be the \(D \times n\) generating matrix of the \([D, n]_2\) linear code \(C_{\text{Disp}}\). Then, \(G\) is a \((2\varepsilon D, k+1)\) bipartite-Ramsey-graph.

\(^3\)Alon’s argument is aimed at obtaining \textit{balanced} Ramsey graphs, while we are more concerned with the entropy they can handle.
**Proof.** Assume $\text{Disp}$ is a linear strong $(K, \varepsilon)$ disperser. By Lemma 6.5.6, $C_{\text{Disp}}$ is a $((1 - 2\varepsilon)D, K)$ erasure list-decodable code. Assume towards contradiction that $G$ is not a $(2\varepsilon D, k + 1)$ bipartite Ramsey graph. Let $M'$ be a monochromatic $2\varepsilon D \times k + 1$ sub-matrix of $G$. Assume that $M'$ is the all-ones matrix (a similar argument handles the all-zeros matrix). Denote by $M$ the $2\varepsilon D \times n$ sub-matrix of $G$ that is formed by taking the rows of $M'$ and all columns of $G$. On the one hand, by Lemma 6.5.6 and Lemma 6.5.4, rank$(M) > n - \log K = n - k$. On the other hand, as $M$ contains $k + 1$ columns of rank 1, rank$(M) \leq n - k$, a contradiction.  

It is natural to ask whether the other direction also holds, namely whether an adjacency matrix of a bipartite Ramsey graph is in fact a generating matrix of a linear, erasure list-decodable code. Stated differently, whether a low-rank matrix must contain large monochromatic rectangles. That question received much attention, as it is tightly related to the famous “log-rank conjecture” in communication complexity [Lov14, NW95]. Unfortunately, the acclaimed unconditional upper bound of Lovett [Lov16] still does not give us a meaningful result.

### 6.6 Concluding Remarks and Open Problems

- The strong disperser we construct in this chapter outputs one bit, and for min-entropy $k = O(\log \log \frac{1}{\varepsilon})$,
  - has $O(\log \log \frac{1}{\varepsilon})$ entropy loss, and,
  - $(1 + \gamma) \cdot \log(\frac{1}{\varepsilon})$ dependence of the seed-length on the error.

It is natural to ask to extend the results of the chapter to arbitrarily large values of $k$, matching (up to multiplicative factors) the non-explicit results.

- Our dispersers are inherently non-linear, and therefore we also get non-linear erasure list-decodable codes. How can we obtain near optimal linear codes?

- The erasure list-decodable code we construct is explicit in the sense that the code can be efficiently encoded. Does it also admit an efficient erasure list-decoding algorithm?

- The seed-length of our strong disperser is $c \log n + \log(\frac{1}{\varepsilon})$. Pushing $c$ closer to 1 is an important open problem. In particular it would imply erasure list-decodable codes of near-optimal rate even for relatively large $\varepsilon$. Such a disperser with many output bits can also be used for simulating one-sided error randomized algorithms using weak random sources with nearly linear overhead [Zuc96b].
Part II

Probabilistic Small-Space Computation
Chapter 7

Part II Overview

One of the most fundamental questions in complexity theory is whether one can save resources like space and time by using randomness. In this line of research, an important problem is derandomizing space-bounded probabilistic computations. Space-bounded probabilistic complexity classes are the focal point of this part of the thesis, so let us define the computational model rigorously.

**Space-bounded computation.** A deterministic space-bounded Turing machine has three semi-infinite tapes: an input tape (that is read-only), a work tape (that is read-write) and an output tape (that is write-only and uni-directional). The space complexity of the machine is the number of cells on the work tape. The running time of a space-bounded Turing machine with \( s(n) \geq \log n \) space complexity is bounded by \( 2^{O(s(n))} \) time. A probabilistic space-bounded Turing machine is similar to the deterministic machine (and in particular we require it always halt within \( 2^{O(s(n))} \) time) except that it can also toss random coins. One convenient way to formulate this is by adding a fourth semi-infinite tape, the random-coins tape, that is read-only, uni-directional and is initialized with perfectly uniform bits. We are only concerned with bounded-error computation: We say a language is accepted by a probabilistic Turing machine if for every input in the language the acceptance probability is at least \( \frac{2}{3} \), and for every input not in the language it is at most \( \frac{1}{3} \). As usual, the acceptance probability can be amplified as long as there is some non-negligible gap between the acceptance probability of yes and no instances.

**Definition 7.0.1.** A language is in \( \text{BPSPACE}(s(n)) \) if it is accepted by a probabilistic space bounded TM with space complexity \( s(n) \). \( \text{BPL} = \cup_c \text{BPSPACE}(c \log n) \). \( \diamond \)

We say a language is accepted by a probabilistic Turing machine with one-sided error if for every input in the language the acceptance probability is at least \( \frac{1}{2} \), and for every input not in the language we always reject.

**Definition 7.0.2.** A language is in \( \text{RSPACE}(s(n)) \) if it is accepted by a probabilistic space bounded TM with one-sided error and space complexity \( s(n) \). \( \text{RL} = \cup_c \text{RSPACE}(c \log n) \). \( \diamond \)

To study space-bounded probabilistic computation it is enough to concentrate on the small-space classes, and there we know that

\[
\text{NC}^1 \subseteq \text{L} \subseteq \text{RL} \subseteq \text{BPL} \subseteq \text{NC}^2 \subseteq \text{L}^2.
\]
Under hardness assumptions\(^1\) it holds that \(L = RL = BPL\), and a full derandomization of probabilistic logspace has been a major challenge in complexity theory for many years.

The pseudorandomness approach to this problem has lead to many unconditional results. The first pseudorandom generator\(^2\) (PRG) for \(BPL\) was given in the seminal work of Nisan \([Nis92, Nis94]\), eventually yielding \(BPL \subseteq DTISP(poly(n), O(\log^2 n))\) (and also a quasi-polynomial universal traversal sequence for general undirected graphs). Several variants of Nisan’s generator followed, most prominently Impagliazzo, Nisan and Wigderson’s generator \([INW94]\) and the generator by Nisan and Zuckerman \([NZ96]\). The INW PRG \([INW94]\), although giving similar parameters to those in \([Nis92]\) for polynomial-width read-once branching programs, used a different analysis using expander graphs, and turned out to be more flexible, giving better parameters for some weaker classes of functions \([RV05, De11, KNP11, Ste12, BRRY14]\). The Nisan-Zuckerman PRG \([NZ96]\) was the first to use seeded extractors, and the parameters it achieves allow for a randomness-time trade-offs. One conclusion of their work is that any language solvable by a \(BPL\) machine using only poly-logarithmic number of random bits already belong to \(L\).

The main building-block in Nisan’s PRG is a generator that fools matrix squaring (or, put differently, fools two steps of a bounded-width branching program). Saks and Zhou \([SZ99a]\) gave an improved approximate matrix squaring algorithm and showed that \(BPL \subseteq L^{3/2}\). Roughly, they overcame the dependence among different recursive levels in Nisan’s generator, which allowed the use of fewer hash functions.

No improvement upon the \([SZ99a]\) result has been made since, and much effort has been invested in constructing PRGs for more restricted classes of functions in \(RL\). This includes various restrictions on branching programs \([BRRY10, De11, BDVY13, CHHL18, MRT18]\), read-once formulas, linear and polynomial tests, threshold functions, modular tests, combinatorial rectangles and their generalizations combinatorial shapes and Fourier shapes \((\text{[GMR}^{+}12, \text{LRTV09, NN93, AGHP92, Vio09, ASWZ96, GMRZ13, GKM15, DGJ}^{+}10, \text{GOWZ10, MZ13]} \text{ constitutes a very partial list})\). Typically, these constructions yield an almost optimal seed-length.

A problem complete for \(BPL\). Other than the pseudorandomness problem of constructing PRGs, one can naturally think of derandomizing canonical problem and in the small-space setting it is very natural to consider st-connectivity in various contexts. A classical result of Savitch \([Sav70]\) shows that directed connectivity can be solved in \(L^2\), thus showing that \(NL \subseteq L^2\). A major progress was made by Aleliunas et. al. \([AKL}^{+}79]\) who gave (the natural) randomized logspace algorithm for undirected connectivity.

Building upon the zig-zag product \([RVW02]\), Reingold \([Rei08]\) derandomized the problem of undirected connectivity by cleverly transforming the input graph into a constant degree expander. His technique also implies a universal traversal sequence for a certain family of graphs. Note that although, in some sense, the work of Reingold (and subsequently, also the work of \([RV05]\)) derandomizes graph powering, it only preserves connectivity and does

---

\(^1\)Klivans and van Melkebeek \([KVM02]\) proved that if there is a language in linear space that requires circuits of size \(2^{\Omega(n)}\), then \(BPL = L\).

\(^2\)Formally, an \(\varepsilon\)-error PRG for a class of functions \(F \subseteq \{0,1\}^n \rightarrow \{0,1\}\) is a function \(G: \{0,1\}^d \rightarrow \{0,1\}^n\) such that for every \(f \in F\), \(|\mathbb{E}[f(U_n)] - \mathbb{E}[f(G(U_d))]| \leq \varepsilon\).
not readily imply a logspace approximate matrix powering. The result of Reingold was extended to directed regular (or more generally, Eulerian) graphs by Reingold, Trevisan and Vadhan [RTV06], and a new complete problem for RL was found, namely solving directed connectivity in rapidly-mixing graphs.

Unlike NL and RL, in BPL there were no natural complete problems. Moreover, we had no good candidates for problems in BPL which were not already in L. In [DSTS17], we gave a natural problem that is complete for BPL – approximating the spectral gap of stochastic operators with a real second eigenvalue. This is done by converting a BPL machine to some layered directed graph and then analyze its spectrum. Approximating the spectral gap is a well-known and important problem, and the study of linear-algebraic problems in the context of space-bounded computation may give rise to new insights, as we exemplify next.

**Linear algebra in small space and solving Laplacian systems.** The complexity class DET is the class of languages that are NC¹ Turing-reducible to the problem intdet of computing the determinant of an integer matrix (see [Coo85] for the exact details). It is known that NL ⊆ DET ⊆ NC². As it turns out, many important problems in linear algebra, such as inverting a matrix, or equivalently, solving a set of linear equations are in DET, and often complete for it (see, e.g., [Coo85]). The fact that NL ⊆ DET is due to Cook [Coo85] who showed that the directed connectivity problem is reducible to intdet. DET ⊆ NC² follows from Csanky’s algorithm [Csa76] for the parallel computation of the determinant. In addition to the above, we also know that BPL ⊆ DET.

The problem of matrix powering is complete for DET. Also, one can show that approximating matrix powering of stochastic matrices is in BPL. Conversely, by converting a BPL machine to a stochastic operator A such that the probability the machine moves from s to t in k steps is \( A^k[s, t] \), we can see that approximating matrix-powering of stochastic operators is complete for BPL.

Towards understanding probabilistic space-bounded computation, one can think of identifying the supposed strength of space-bounded computation, and linear-algebraic problems are promising candidates. A few years ago, Ta-Shma [TS13] showed that it is possible to approximate the SVD of a given matrix (and consequently its inverse) to within polynomially-small accuracy in BQL, the quantum analogue of BPL. In [DTS15b], we addressed the natural question of “de-quantumization”: can we approximate the singular values already in BPL? We gave an affirmative answer for the restricted setting of stochastic Hermitian matrices and constant accuracy. Fefferman and Lin [FL18] gave two complete problems for BQL – approximating the inverse and the minimum eigenvalue of positive semi-definite matrices (both to polynomially-small accuracy).

In Chapter 8, we address an important relaxation of matrix inversion – approximating a solution to a Laplacian system. We give a probabilistic logspace algorithm for undirected graphs and rapidly-mixing directed graphs. The algorithm achieves polynomially-small accuracy, similar to the quantum algorithm. In terms of deterministic space complexity, following [SZ99a], our work gives an algorithm for approximating a solution to a Laplacian system using \( O(\log^{1.5} n) \) space. This was later improved, using different techniques, to

---

3The results of [DSTS17] are not covered in this thesis and are mentioned here to help illustrate the overall approach.
$O(\log n \log \log n)$ by Murtagh et al. [MRSV17].

Our algorithm for approximating a solution to a Laplacian system is in fact an algorithm for approximating a Laplacian’s generalized inverse. We approximate the generalized inverse by first handling the non-trivial kernel of the operator and then employ techniques from random walks over directed graphs to approximate the inverse of the Laplacian’s invertible subspace.

The message emerging from the above discussion is that, somewhat surprisingly, the deterministic, probabilistic and quantum space-bounded classes can be characterized by linear-algebraic promise problems that approximate the exact computation that can be done in \( \text{DET} \). The different classes differ in the type of linear operators they can handle. As such, their relationship to the class \( \text{DET} \) is similar to the relationship between \( \text{BPP} \), which can approximate the permanent function [JSV04], and the class \( \#P \) which solves it exactly [Val79]. We believe this view is not only important by itself (by giving algorithms approximating natural problems in linear algebra), but may also shed new light on the strengths and weaknesses of the deterministic, probabilistic and quantum models of space-bounded computation.

**Space-Bounded Approximate-Counting Problems.** There are several natural open problems that are still wide open. Is it still \( \text{BPL} \)-hard to approximate the spectral gap of stochastic and Hermitian operators (i.e., undirected graphs)? Or is it possible to approximate in \( \text{BPL} \) the second eigenvalue of a general (not necessarily stochastic or non-negative) operator?

More generally, is it possible to approximate the SVD of an arbitrary linear operator already in \( \text{BPL} \)? A positive answer would imply \( \text{BPL} \) approximations to many problems in linear algebra that are currently only known to be in \( \text{DET} \). In Chapter 9 we prove that a negative answer would imply a separation between \( \text{BQL} \) and \( \text{BPL} \). More broadly, we discuss the derandomization of approximate-counting problems and show that in the space-bounded setting an inapproximability result readily translates to a separation of the corresponding promise decision classes.

Chapter 8 follows [DLGTS17] and Chapter 9 is due to [DTS15a].
Chapter 8

Probabilistic Logspace Algorithms for Laplacian Solvers

Interested in the study of approximating solutions to linear-algebraic problems in small space, in this chapter we explore the problem of solving Laplacian linear systems. A recent series of breakthroughs initiated by Spielman and Teng culminated in the construction of nearly linear time Laplacian solvers, approximating the solution of a linear system $Lx = b$, where $L$ is the normalized Laplacian of an undirected graph. Here, we study the space complexity of the problem. Surprisingly we are able to show a probabilistic, logspace algorithm solving the problem. We further extend the algorithm to other families of graphs like Eulerian graphs (and directed regular graphs) and graphs that mix in polynomial time.

Our approach is to pseudo-invert the Laplacian, by first “peeling-off” the problematic kernel of the operator, and then to approximate the inverse of the remaining part by using a Taylor series. We approximate the Taylor series using a previous work and the special structure of the problem. For directed graphs we exploit in the analysis the Jordan normal form and results from matrix functions.

8.1 Introduction

Approximating the solution of a linear system $Lx = b$, where $L$ is the normalized Laplacian of a graph $G$, is an important algorithmic challenge with multitude of algorithmic applications (see [Vis13] and references therein). In the time-bounded setting this problem has drawn a lot of attention over the past decade. A series of breakthroughs initiated by Spielman and Teng culminated in the construction of almost linear-time algorithms [KOSZ13, PS14, ST04, ST11, ST13, ST14a].

As said, we are interested in studying the space complexity of this problem, and specifically achieving a probabilistic logspace algorithm that approximates a solution to such a system. We show that the class BPL is powerful enough to approximate the solution to a linear system of equations for a wide and important variety of linear operators, and in particular for Laplacians of undirected graph (which is the focus of the work of Spielman and Teng). In fact we do more and approximate a generalized inverse of the Laplacian, i.e., a matrix $L^\ast$ such that $LL^\ast L = L$, which is sufficient for solving such a set of equations. In
essence this means that we invert the matrix on the subspace defined by its image, leaving the kernel unchanged. We prove:

**Theorem 8.1.1.** There exists a probabilistic algorithm that gets as input an \( n \times n \) stochastic matrix \( \mathcal{S} \) that is the transition matrix of an undirected graph and desired accuracy and confidence parameters \( \varepsilon, \delta > 0 \), and outputs with probability at least \( 1 - \delta \) an approximation of the generalized inverse \( \mathcal{L}^* = (\mathcal{I} - \mathcal{S})^* \) to within an \( \varepsilon \)-accuracy, using

\[
O \left( \log \frac{n}{\varepsilon} + \log \log \frac{1}{\delta} \right)
\]

space.

Our goal is to approximate \( f(\mathcal{S}) \) where \( f \) is the function corresponding to the generalized inverse of \( \mathcal{I} - \mathcal{S} \). We begin by considering the simpler case where \( f \) has a Taylor expansion.

Let \( G \) be a regular undirected graph with an associated transition matrix \( \mathcal{S} \). As \( G \) is undirected and regular, \( \mathcal{S} \) is normal and we can represent it as \( \mathcal{S} = \mathbf{V} \mathbf{D} \mathbf{V}^T \) where \( \mathbf{D} \) is a diagonal matrix with the eigenvalues of \( \mathcal{S} \) lying on the diagonal. Consider a function \( f \) with a Taylor expansion \( f(x) = \sum_i c_i x^i \). We would like to approximate \( f(\mathcal{S}) = \mathbf{V} f(\mathbf{D}) \mathbf{V}^T \). Using Taylor expansion in the space-bounded setting is appealing, as in BPL we can approximate powers of stochastic matrices. Hence, if the series expansion of \( f \) behaves “nicely”, we can also approximate \( f(\mathcal{S}) \) in BPL. Using this approach we can, e.g., approximate the matrix \( e^\mathcal{S} \) using the Taylor expansion \( e^x = \sum_{i=0}^{\infty} \frac{x^i}{i!} \).

We now consider the real problem which is approximating a generalized inverse of the Laplacian \( \mathcal{L} = \mathcal{I} - \mathcal{S} \). This means that we want to invert \( \mathcal{L} = \mathcal{I} - \mathcal{S} \) on its image, leaving the kernel unchanged. Thus, the function \( f \) we want to compute is \( \frac{1}{1-x} \) when \( x \neq 1 \) and 1 otherwise (think of \( x \) here as an eigenvalue of \( \mathcal{S} \)). The function \( f \) is not continuous and so does not have a Taylor series around 1. Also notice that the operator \( \mathcal{L} \) always has a non-trivial kernel (1 is always an eigenvalue of \( \mathcal{S} \)). Thus, we cannot directly employ the Taylor series approach.

Our solution to the problem is to first “peel-off” the 1-eigenspace using the stationary distribution of the corresponding random walk on \( G \). We are then left with an invertible operator \( \mathcal{I} - \mathcal{A} \) whose eigenvalues are bounded away from 0. We now wish to use the Taylor series approach and approximate \( (\mathcal{I} - \mathcal{A})^{-1} \) by \( \sum_{i=0}^{\infty} \mathcal{A}^i \), which corresponds to the Taylor series \( \frac{1}{1-x} = \sum_{i=0}^{\infty} x^i \). There is yet one obstacle we need to overcome, which is that the operator \( \mathcal{A} \) that we get after peeling off the stationary distribution of \( G \), is not stochastic, and in fact has \( \ell_\infty \) norm larger than 1. Thus, offhand, we do not necessarily know how to simulate high powers of it in BPL. Nevertheless, we exploit its unique structure and show it can be simulated in BPL. Finally, by recovering the peeled-off layer, we essentially recover the required operator \( \mathcal{L}^* \).

We now take a step further, and consider directed graphs. The directed case poses major challenges, even if just for the mere fact that directed graphs are not necessarily diagonalizable. In fact, even directed graphs with a favorable structure such as vertex-transitive graphs can be non diagonalizable [God82]. The directed Laplacian and its application were studied in, e.g., [BL92, Chu05, Bau12]. Recently, Cohen et al. [CKP+16] gave faster algorithms

---

\(^1\)The fact that \( \sum_i c_i \mathbf{S}^i = V f(\mathbf{D}) \mathbf{V}^T \) is a theorem, see, e.g., [Hig08].
for computing fundamental quantities associated with random walks on directed graphs by improving the running time of solving directed Laplacian systems.

Any operator $\mathcal{A}$ can be represented by its singular value decomposition (SVD) $\mathcal{A} = U \Sigma V$, where $U$ and $V$ are unitary, and $\Sigma$ is diagonal with the singular values on the diagonal. Another representation of $\mathcal{A}$ is by its Jordan normal form, $\mathcal{A} = V \mathcal{A} V^{-1}$, where $V$ is a basis and $\mathcal{A}$ is the matrix of Jordan blocks. The elements on the diagonals of the Jordan blocks are the eigenvalues of $\mathcal{A}$ (with multiplicity as the multiplicity of the roots of its characteristic polynomial). The SVD is the usual representation of choice as it is stable, whereas the Jordan normal form is notoriously unstable to compute (see, e.g., [GVL96, Chapter 7], [Dem97, Chapter 4] and [Gly87]). However, the SVD representation is not convenient when considering BPL algorithms, as $\mathcal{A}$ does not share the same singular vectors with powers of $\mathcal{A}$. Thus, in this work, we choose to analyze our algorithm using the Jordan normal form. Admittedly, one should expect severe stability problems using such an approach. Surprisingly, we show that under mild conditions we manage to overcome these stability problems.

As before, we would like to approximate the generalized inverse $\mathcal{L}^*$. There are two main issues to consider:

1. Peeling-off the 1-subspace. To do so, we need a good approximation of the stationary distribution of the corresponding random walk. In the undirected case, it can be easily inferred (i.e., in $\mathcal{L}$) from the input. Here, we require it as an input to our algorithm.

2. Analyzing the convergence of the Taylor series of $(I - \mathcal{A})^{-1}$ for a non diagonalizable $\mathcal{A}$. Recall that when a function $f$ acts on a diagonalizable matrix $\mathcal{A}$, it acts on its eigenvalues in the natural way. In the non diagonalizable case, $f$ acts on a Jordan block, which might have a large dimension, and although an eigenvalue $\lambda$ on the diagonal is still mapped to an eigenvalue $f(\lambda)$, the structure of the rest of the block is no longer maintained, so we need to give this issue further consideration.

To address the second issue above, we use the theory of matrix functions that tells us exactly what $f(\mathcal{A})$ is. It turns out that there is a direct connection between $f(\mathcal{A})$, the dimension of the Jordan block, and the derivatives of $f$ on the corresponding eigenvalue. Exploiting this connection, we manage to bound the number of terms in the Taylor series that is sufficient for convergence. The caveat here is that two “stability” parameters enter the picture. First, the spectral gap (whose formal definition we defer), which for directed graphs may no longer be at most polynomially-small and naturally affect the performance of our algorithm. Second, we also need the Jordan basis matrix $V$ of $\mathcal{L}$ to be well-conditioned. We prove:

**Theorem 8.1.2 (Informal).** There exists a probabilistic algorithm that gets as input an $n \times n$ stochastic matrix $\mathcal{S}$, desired accuracy and confidence parameters $\epsilon, \delta > 0$, $\gamma > 0$ which is a lower-bound on the spectral gap of $\mathcal{S}$, $\kappa$ which is an upper bound on the condition number of the Jordan basis of $\mathcal{S}$, and outputs with probability at least $1 - \delta$ an approximation of $\mathcal{L}^* = (I - \mathcal{S})^*$ to within an $\epsilon$-accuracy, using

$$O \left( \log \frac{n}{\gamma \epsilon} + \log \log \frac{\kappa}{\delta} \right)$$
Remarkably, the dependency of the space complexity on the condition number of the Jordan basis matrix is doubly-logarithmic. This also allows us to show our algorithm operates well on operators for which the eigenvalues are polynomially far apart (see Theorem 6.5.8).

Having this theorem we show that in addition to undirected graphs, our approximation algorithm works for well-conditioned regular and Eulerian directed graph (which we know have a non-negligible spectral gap and their stationary distribution is fully-explicit) and general well-conditioned rapidly-mixing directed graphs. We thus see that the algorithm manages to approximate the solution of Laplacian systems over a large (and natural) class of directed graphs.

Shortly after our work was published, Murtagh et al. [MRSV17] obtained a deterministic space-bounded algorithm for approximating Laplacian linear systems, of undirected graph, using a completely different approach. Inspired by Pend and Spielman’s time-bounded algorithm for Laplacian systems [PS14], Murtagh et al. were able to approximate the Laplacian’s pseudo-inverse via a clever identity used in a recursive manner, where squares of matrices were sparsified using the derandomized squaring of Rozenman and Vadhan [RV05]. Interestingly, while in [RV05] the derandomized squaring is shown to improve the graph’s connectivity without a significant degree blow-up, in [MRSV17] they prove that the Laplacian of the derandomized squaring graph in fact approximates the Laplacian of the true square. The space complexity they get is \( O(\log n \log \log (n/\varepsilon)) \). An interesting challenge would be to try and “liberate” the error, namely coming up with a deterministic approximation algorithm using \( O(\log n \log \log n + \log(1/\varepsilon)) \) space.

8.2 Preliminaries

8.2.1 Basic facts from linear algebra

For a matrix \( A \in \mathbb{C}^{n \times n} \), \( A^\dagger \) is its conjugate transpose. When it might not be clear from the context, for a vector \( v \in \mathbb{C}^n \), we denote \( |v⟩ \) as the column vector and \( ⟨v| \) as the row vector, so \( ⟨u|v⟩ \) is a scalar and \( |v⟩⟨u| \) is a rank-one matrix.

Every matrix \( A \) has a singular value decomposition (SVD) \( A = UΣV^\dagger \), where \( U \) and \( V \) are unitary and \( Σ \) is a diagonal matrix with non-negative entries, known as the singular values of \( A \).

The spectrum of a matrix \( A \), denoted \( \text{Spec}(A) \), is its set of (complex or real) eigenvalues. The spectral radius \( ρ(A) \) of \( A \) is the largest absolute value of its eigenvalues. The operator norm \( \|A\| \) is \( \max_{\|x\|_2=1} \|Ax\| \), which is also the largest singular value of \( A \). Notice that it is possible for \( \|A\| \) to be strictly larger than \( ρ(A) \). The operator norm is sub-multiplicative. When \( A \) is invertible, \( κ(A) = \|A\|\|A^{-1}\| \) is its condition number. Also, we denote \( \|A\|_∞ \) as the induced \( ℓ_∞ \) norm, that is \( \|A\|_∞ = \max_{i \in [n]} \sum_{j \in [n]} |A[i,j]| \). It holds that \( \|A\|_∞ \leq \sqrt{n}\|A\| \).

For an eigenvalue \( λ \) of \( A \), a \( λ \)-right-eigenvector (or simply an eigenvector with eigenvalue \( λ \)) is a vector \( v \) such that \( Av = λv \). A \( λ \)-left-eigenvector is a vector \( v \) such that \( v^\dagger A = λv^\dagger \). We define the spectral gap \( γ(A) = 1 - \max_{λ \in \text{Spec}(A), λ \neq 1} \|λ\| \). Note that \( γ(A) \leq \min_{λ \in \text{Spec}(A), λ \neq 1} |1 - λ| \).
We denote by 1 the column vector of all ones and similarly 0 the column vector of all zeros.

### 8.2.2 Simulatable families of matrices

Often we are interested in approximating a value (e.g., an entry in a matrix with integer values or the whole matrix) with a probabilistic machine. More precisely, assume there exists some value \( u = u(x) \in \mathbb{R} \) that is determined by the input \( x \in \{0, 1\}^n \). We say a probabilistic TM \( M(x, y) (\varepsilon, \delta) \)-approximates \( u(x) \) if

\[
\forall x \in \{0, 1\}^n \quad \Pr_y \left[ |M(x, y) - u(x)| \geq \varepsilon \right] \leq \delta.
\]

If \( u \) is multi-valued (say, a vector) we say a TM \( (\varepsilon, \delta) \)-approximates \( u \) if given an index \( i \) it \( (\varepsilon, \delta) \)-approximates \( u[i] \).

A random walk on a graph \( G \) (or its transition matrix \( A \)) can be simulated by a probabilistic logspace machine. As a consequence, a probabilistic logspace machine can approximate powers of \( A \) well. Here we try to extend this notion and say that a matrix \( A \) is simulatable if any power of it can be approximated by a probabilistic algorithm running in small space. Formally:

**Definition 8.2.1.** We say that a family of matrices \( \mathcal{F} \) is simulatable if there exists a probabilistic algorithm that on input \( A \in \mathcal{F} \) of dimension \( n \) with \( \|A\| \leq \text{poly}(n) \), \( k \in \mathbb{N} \), \( s, t \in [n] \), runs in space \( O(\log \frac{nk}{\varepsilon \delta}) \) and \( (\varepsilon, \delta) \)-approximates \( A^k[s, t] \).

We prove:

**Lemma 8.2.2.** The family of transition matrices of (either directed or undirected) graphs is simulatable.

**Proof.** Let \( G = (V, E) \) be a graph with \( n \) vertices and let \( A \) be its transition matrix. Let \( k \in \mathbb{N} \), \( s, t \in [n] \) and \( \varepsilon, \delta > 0 \). Consider the algorithm that on input \( k, s, t \), takes \( T \) independent random walks of length \( k \) over \( G \) starting at vertex \( s \). The algorithm outputs the ratio of walks that reach vertex \( t \). Let \( Y_i \) be the random value that is 1 if the \( i \)-th trial reached \( t \) and 0 otherwise. Then, for every \( i \), \( \mathbb{E}[Y_i] = A^k[s, t] \). Also, \( Y_1, \ldots, Y_T \) are independent. By Chernoff,

\[
\Pr \left[ \left| \frac{1}{T} \sum_{i=1}^T Y_i - A^k[s, t] \right| \geq \varepsilon \right] \leq 2e^{-2\varepsilon^2 T}.
\]

Taking \( T = \text{poly}(\varepsilon^{-1}, \log \delta^{-1}) \), the error probability (i.e., getting an estimate that is \( \varepsilon \) far from the correct value) is at most \( \delta \). Altogether, the algorithm runs in space

\[
O(\log(nk|E|)) = O(\log(nk\varepsilon^{-1}) + \log \log \delta^{-1}),
\]

assuming \( |E| = \text{poly}(n, k) \).

We will need a simple corollary of Lemma 8.2.2:

One can also show that the family of matrices with induced infinity norm of at most 1 (that is, \( \sum_j |A[i, j]| \leq 1 \) for every \( i \in [n] \)) is simulatable.

We will need a simple corollary of Lemma 8.2.2:
Lemma 8.2.3 (\cite{DTS15}). Let $\mathcal{A} \in \mathbb{C}^{n \times n}$ be a stochastic matrix and let $p = \sum_{i=0}^{d} c_i x^i$ be a complex polynomial such that:

- For every $i$, $|c_i| \leq M$, and,
- The coefficients $c_i$ are explicit in the sense that there exists an algorithm that given $k \leq d$, $\varepsilon, \delta$ outputs an $(\varepsilon, \delta)$-approximation of $c_k$ using $O(\log \frac{nMd}{\varepsilon \delta})$ space.

Then, the entries of $p(\mathcal{A})$ can be $(\varepsilon, \delta)$-approximated using $O(\log \frac{nMd}{\varepsilon \delta})$ space.

8.2.3 The Perron-Frobenius theorem

The underlying graph of a matrix $\mathcal{A}$ has an edge $(i, j)$ iff $\mathcal{A}[i, j] \neq 0$. A matrix $\mathcal{A}$ is irreducible if its underlying directed graph is strongly connected. When $\mathcal{A}$ is irreducible, its period is the greatest common divisor of the lengths of the closed directed paths in the underlying directed graph of $\mathcal{A}$. We say that $\mathcal{A}$ is aperiodic if its period is 1. A matrix $\mathcal{A}$ is non-negative if all its entries are non-negative, and it is stochastic if it is non-negative and every row sums to 1. We will need the Perron-Frobenius theorem for irreducible non-negative matrices (see, e.g., \cite[Chapter 8]{GR13}).

Theorem 8.2.4. Let $\mathcal{A}$ be an irreducible non-negative $n \times n$ matrix with period $h$ and spectral radius $\rho(\mathcal{A}) = r$. Then:

1. There exists an $r$-right-eigenvector $v_1$ and an $r$-left-eigenvector $u_1$ whose components are all positive.

2. $\mathcal{A}$ has exactly $h$ complex eigenvalues with absolute value $r$ and each one of them is a product of $r$ with a different $h$-th root of unity. Consequently, if $\mathcal{A}$ is aperiodic then $r$ is a simple eigenvalue, and all other eigenvalues have absolute value strictly smaller than $r$.

3. It holds that $\lim_{k \to \infty} \mathcal{A}^k / r^k = |v_1\rangle\langle u_1|$, where $v_1$ and $u_1$ are normalized so that $\langle v_1 | u_1 \rangle = 1$.

If $\mathcal{A}$ is stochastic then $r = 1$. Furthermore, if $\mathcal{A}$ is stochastic, irreducible and aperiodic then $v_1$ is the all-ones vector $1$ and $u_1 = \pi$ is the stationary distribution of the corresponding random walk (all up to normalizations).

8.2.4 Jordan normal form

Fact 8.2.5. Every complex $n \times n$ matrix $\mathcal{A}$ can be expressed in a Jordan normal form $\mathcal{A} = VAV^{-1}$ where $A = \text{diag}(A_1, \ldots, A_B)$,

$$A_b = A_b(\lambda_b) = \begin{pmatrix}
\lambda_b & 1 \\
\vdots & \ddots & \ddots \\
& \ddots & \ddots & 1
\end{pmatrix} \in \mathbb{C}^{\text{dim}_b \times \text{dim}_b},$$
and \( \dim_1 + \ldots + \dim_b = n \). The Jordan matrix \( A \) has the eigenvalues of \( A \) on its diagonal, and is unique up to the ordering of the blocks \( A_b \). For an eigenvalue \( \lambda_b \), its algebraic multiplicity is the number of times it appears on the diagonal \( A \) and its geometric multiplicity is the number of blocks having \( \lambda_b \) on their diagonal. We say an eigenvalue is simple if its algebraic multiplicity is one.

**Claim 8.2.6** ([Bro88], Chapter 3). Let \( A \) be an \( n \times n \) complex matrix and let \( A = V A V^{-1} \) be the Jordan normal form of \( A \), where \( A = \text{diag}(A_1, \ldots, A_B) \). Then, every Jordan block \( A_b \) corresponds to an \( A \)-invariant subspace \( E_b = \text{Ker} \left( (\lambda_b I - A)^{\dim_b} \right) \) of dimension \( \dim_b \). This gives a decomposition \( \mathbb{C}^n = \bigoplus_{b=1}^B E_b \).

For a Jordan decomposition \( A = V A V^{-1} \), we will often write \( A = \sum_{b=1}^B V_b A_b U_b \), where \( A_b \) is the \( b \)-th Jordan block, \( V_b \) are the columns of \( V \) that correspond to this block and similarly \( U_b \) are the rows of \( V^{-1} \) that correspond to this block.

When the operator is irreducible, aperiodic and stochastic, we can express the Perron-Frobenius theorem in the Jordan terminology and get:

**Claim 8.2.7.** Let \( S \) be an irreducible, aperiodic and stochastic matrix with a stationary distribution \( \pi \) so that \( \langle 1 | \pi \rangle = 1 \) and let \( S = \sum_{b=1}^B V_b S_b U_b \) be a Jordan decomposition of \( S \). Then,

- \( S_1 = (1) \), the \( 1 \times 1 \) matrix with an entry 1.
- For all \( b \geq 2 \), \( U_b V_1 = U_b |1 \rangle = 0 \) and \( U_1 V_b = \langle \pi | V_b = 0^\dagger \). Also, \( \sum_{b=1}^B V_b U_b = I \).
- \( V_1 S_1 U_1 = |1 \rangle \langle \pi | \) so \( S = |1 \rangle \langle \pi | + \sum_{b=2}^B V_b S_b U_b \).

**Proof.** If \( v \) is a (right) eigenvector of \( S \) with eigenvalue \( \lambda \) then \( v \in \text{Im}(U_{b: \lambda_b = \lambda} V_b) \). Similarly, if \( w \) is a left eigenvector of \( S \), then its eigenvalue is an eigenvalue of \( S \) and \( w \in \text{Im}(U_{b: \lambda_b = \lambda} U_b^\dagger) \) (this is because \( A \) and \( A^\dagger \) have the same spectrum, see, e.g., [Bro91, Chapter 9]).

Now, since \( S \) is stochastic, \( 1 \) is a 1-eigenvector. Also, there is a 1-left-eigenvector that we denote by \( \pi \), and we normalize \( \pi \) such that \( \langle 1 | \pi \rangle = 1 \). Furthermore, by the Perron-Frobenius theorem, the 1-eigenvalue is simple, so \( S_1 = (1) \), \( U_1 \) is a \( 1 \times n \) matrix and \( V_1 \) is a \( n \times 1 \) matrix. Furthermore, by the above, \( \pi \in \text{Im}(U_1) \), and since the dimension of the image is 1, we must have \( \text{Im}(U_1) = \text{Span}\{\pi\} \). Similarly, \( \text{Im}(V_1) = \text{Span}\{\{1\}\} \). This completes the proof of the first item.

For the second item, let \( U = V^{-1} \) and observe that since \( U V = I \), \( \langle u_i | v_j \rangle = \delta_{i,j} \) (where \( u_i \) is the \( i \)-th row of \( U \) and \( v_j \) is the \( j \)-th column of \( V \)). Now, consider \( b \neq b' \) and the product \( P = U_b V_{b'} \). Every entry of \( P \) is of the form \( \langle u_{b,i} | v_{b',j} \rangle \) where \( i \in [\dim_b] \) and \( j \in [\dim_{b'}] \). By the previous observation, they are all zeros. Also, \( I \) has a Jordan decomposition \( V I U \), so immediately it is clear that \( \sum_{b=1}^B V_b U_b = I \).

For the third item, Suppose \( V_1 = \alpha 1 \) and \( U_1 = \beta \langle \pi | \) for some nonzero \( \alpha, \beta \in \mathbb{C} \). We see that \( V_1 S_1 U_1 = \alpha \beta |1 \rangle \langle \pi | \). We want to determine \( \alpha \beta \). Since \( \langle \pi | S = \langle \pi | \) we have that
\[ \langle \pi | \ = \langle \pi | S = \beta^{-1} U_1 S = \beta^{-1} U_1 \sum_{b=1}^{B} V_b S_b U_b \]
\[ = \beta^{-1} U_1 V_1 I_1 U_1 + \beta^{-1} U_1 V_b S_b U_b = \beta^{-1} \beta \langle \pi | 1 \rangle \langle \pi | = \alpha \beta \langle \pi |, \]
so \( \alpha \beta = 1 \). Hence, \( V_1 S_1 U_1 = V_1 U_1 = |1\rangle \langle \pi |. \)

\[ 8.2.5 \text{ Functions of matrices} \]

This subsection follows the book of Higham [Hig08]. In the Jordan basis, each Jordan block is a matrix with some complex value \( \lambda \) over the main diagonal and 1 in the diagonal above it. We want to distinguish upper triangular matrices in which elements on the same diagonal have the same value. We note that this class \( D \) of matrices is closed under matrix addition and multiplication. We denote:

\[ \text{Definition 8.2.8.} \quad \text{For } 0 \leq i \leq n - 1 \text{ let } D_{n,i} \text{ be the } n \times n \text{ matrix that has } 1 \text{ over the } i\text{-th diagonal and } 0 \text{ elsewhere, where the } 0\text{-th diagonal is the main diagonal and the } i\text{-th diagonal is the diagonal } i \text{ elements above it.} \]

Clearly \( D = \text{Span}\{D_{n,0}, \ldots, D_{n,n-1}\} \) is closed under matrix addition. Also, since

\[ D_{n,i} \cdot D_{n,j} = D_{n,i+j}, \]

\( D \) is also closed under matrix multiplication.

Suppose \( p \in \mathbb{C}[x] \) is a polynomial \( p(x) = \sum_{i=0}^{d} c_i x^i \). We can evaluate the polynomial over the ring \( M_n(\mathbb{C}) \), i.e., given an \( n \times n \) matrix \( A \) we let

\[ p(A) = \sum_{i=0}^{d} c_i A^i. \]

Note that if \( A = V A V^{-1} \) then \( p(A) = V p(A) V^{-1} \). Also, if \( A = \text{diag}(A_1, \ldots, A_B) \) then \( p(A) = \text{diag}(p(A_1), \ldots, p(A_B)) \). In the extreme case where \( A \) is diagonalizable and all Jordan blocks have dimension 1, we see that \( p \) acts on the eigenvalues of \( A \). In the general case, we need to understand how \( p \) acts on a Jordan block \( A_b = \lambda_b I + D_{\dim_b,1} \). The answer is quite surprising and holds for arbitrary differentiable functions.

\[ \text{Lemma 8.2.9} \quad (\text{Hig08}, \text{Chapter 1}). \quad \text{Let } f: \mathbb{C} \to \mathbb{C} \text{ and suppose it is differentiable } n \text{ times on } \text{Spec}(A). \text{ Let } A \in \mathbb{C}^{n \times n} \text{ be a Jordan block } A = \lambda I + D_{n,1}. \text{ Then,} \]

\[ f(A) = \begin{pmatrix} f(\lambda) & f'(\lambda) & \cdots & \frac{f^{(n-1)}(\lambda)}{(n-1)!} \\ f(\lambda) & \ddots & & \vdots \\ \vdots & & \ddots & f'(\lambda) \\ f(\lambda) & & & f(\lambda) \end{pmatrix} = \sum_{t=0}^{n-1} \frac{f^{(t)}(\lambda)}{t!} D_{n,t}. \]
8.2.6 The generalized inverse

Let $\mathcal{A}$ be any complex linear operator. A generalized (reflexive) inverse $\mathcal{A}^+$ of $\mathcal{A}$ is a matrix that satisfies both $\mathcal{A}\mathcal{A}^+\mathcal{A} = \mathcal{A}$ and $\mathcal{A}^+\mathcal{A}\mathcal{A}^+ = \mathcal{A}^+$. A generalized inverse is not unique, however if we further demand that both $\mathcal{A}\mathcal{A}^+$ and $\mathcal{A}^+\mathcal{A}$ are Hermitian, then such an operator is unique, and is called the Moore-Penrose pseudo-inverse and can be computed using the singular values decomposition (SVD). If $\mathcal{A} = U\Sigma V^\dagger$ is the SVD of $\mathcal{A}$ then the pseudo-inverse is $\mathcal{A}^+ = V\Sigma^+ U^\dagger$ where $\Sigma^+ = \text{inv}(\Sigma)$ and $\text{inv}(x)$ is the univariate function that is $1/x$ when $x \neq 0$ and 0 otherwise.

We will not work with the SVD but rather with the Jordan canonical form. Let $\mathcal{A} = VAV^{-1}$ be a Jordan decomposition of a singular matrix $\mathcal{A}$. When the algebraic multiplicity of the eigenvalue 0 is one, the matrix $\mathcal{A}^* = \text{inv}(\mathcal{A})$, according to Subsection 8.2.5, is well defined. Namely, $\text{inv}(\mathcal{A}) = V\mathcal{A}^\dagger V^{-1}$ where $\mathcal{A}^\dagger$ is obtained by inverting every Jordan block that does not correspond to the zero eigenvalue. It is immediate that $\mathcal{A}^*$ is a generalized inverse, although it does not generally coincide with the pseudo-inverse. From here onward, we denote $\mathcal{A}^*$ as the generalized inverse $\text{inv}(\mathcal{A})$.

Any generalized inverse $\mathcal{A}^*$ can be used to determine if a system of linear equations has any solution (and if so, to give them all). More concretely, if the system $\mathcal{A}x = b$ has a solution then all its solution are given by $x = \mathcal{A}^*b + (I - \mathcal{A}^*\mathcal{A})w$ for an arbitrary $w$. All of the above claims can be found, e.g., in [BjGo03].

It will later be evident that when $\mathcal{A} = \mathcal{L} = I - \mathcal{S}$ is a Laplacian corresponding to an irreducible, aperiodic and stochastic matrix $\mathcal{S}$ with a stationary distribution $\pi$, the expression $I - \mathcal{A}^*\mathcal{A}$ is simply $|1\rangle\langle\pi|$. Thus, if we find $\mathcal{L}^*$ we can solve any set of equations $\mathcal{L}x = b$ that has a solution. In fact, this also works when we try to solve the system $\mathcal{L}x = b$ for $b$ that does not admit any perfect solution, but is close to a vector in $\text{Im}(\mathcal{L})$. To see that, say $b$ is arbitrary, and on input $b$ and $\mathcal{L}$ we output $z = \mathcal{L}^*b$. Then $||\mathcal{L}z - b|| = ||(\mathcal{L}\mathcal{L}^* - I)b|| = |||1\rangle\langle\pi| b|| = \sqrt{n} \cdot |\langle\pi, b||, and so if $b$ is $\delta$-close to being perpendicular to $\pi$ (and so close to being in $\text{Im}(\mathcal{L})$) then the solution $z = \mathcal{L}^*b$ is such that $\mathcal{L}z$ is $\sqrt{n}\delta$-close to the desired value $b$.

8.3 Approximating $(I - \mathcal{A})^{-1}$

We start with the simple case of normal matrices, and consider general functions.

**Theorem 8.3.1.** Let $f, p : \mathbb{C} \to \mathbb{C}$ and $\varepsilon > 0$. Suppose $\mathcal{A}$ is a normal matrix such that for every $\lambda \in \text{Spec}(\mathcal{A})$, $|f(\lambda) - p(\lambda)| \leq \varepsilon$. Then, $\|f(\mathcal{A}) - p(\mathcal{A})\| \leq \varepsilon$.

**Proof.** $\mathcal{A}$ is normal, so it is diagonalizable by a unitary matrix, $\mathcal{A} = UDU^\dagger$. Also, $f(\mathcal{A}) = Uf(D)U^\dagger$ and $p(\mathcal{A}) = Up(D)U^\dagger$. Thus, we have that

\[
\|f(\mathcal{A}) - p(\mathcal{A})\| \leq \|U\|\|U^\dagger\|\|f(D) - p(D)\| = \|f(D) - p(D)\|,
\]

and $\|f(D) - p(D)\|$ is simply $\max_{\lambda \in \text{Spec}(\mathcal{A})} |f(\lambda) - p(\lambda)| \leq \varepsilon$. \qed

With that we can easily see that when $\mathcal{A}$ is normal, $\sum_{i=0}^{T} \mathcal{A}^i$ approximates $(I - \mathcal{A})^{-1}$ pretty well. Formally,
The above expression is maximized where \( \lambda = 1 - \gamma(A) \), so we have:

\[
\left| \frac{1}{1 - \lambda} - \sum_{i=0}^{T} \lambda^i \right| \leq \sum_{T+1}^{\infty} \lambda^i = \frac{\lambda^{T+1}}{1 - \lambda}.
\]

The corollary follows.

We would like to extend this result to arbitrary operators \( A \). As a first attempt we begin with generalizing Theorem 8.3.1 to arbitrary operators. For that we need the representation of \( A \) in its Jordan normal form, and we also need the function \( p \) and its derivatives to approximate the target function \( f \) and its derivatives well. We prove:

**Theorem 8.3.3.** Let \( f, p : \mathbb{C} \to \mathbb{C} \). Suppose \( A \) is an \( n \times n \) matrix such that for every \( \lambda \in \text{Spec}(A) \) and every \( k \leq n \), \( |f^{(k)}(\lambda) - p^{(k)}(\lambda)| \leq k! \cdot \varepsilon_k \). Furthermore, assume \( A \) has a Jordan decomposition \( A = VAV^{-1} \), and the largest Jordan block has dimension \( D \). Then, \( \|f(A) - p(A)\| \leq \kappa(V) \cdot \sum_{k=0}^{D-1} \varepsilon_k \).

**Proof.** Let \( A = A_1 \oplus \ldots \oplus A_b \), corresponding to the different Jordan blocks. By Lemma 8.2.9, \( f(A) = Vf(A)V^{-1} \) where \( f(A) = f(A_1) \oplus \ldots \oplus f(A_b) \),

\[
f(A_i) = \left( f(\lambda_i) \quad f'(\lambda_i) \quad \vdots \quad f^{(\dim_i - 1)}(\lambda_i) \right) = \sum_{k=0}^{\dim_i - 1} \frac{f(k) (\lambda_i)}{k!} \mathcal{D}_{\dim_i, k},
\]

and \( \lambda_i \) is the eigenvalue corresponding to the block \( A_i \) of dimension \( \dim_i \). The same of course holds for \( p \). Thus,

\[
\|f(A) - p(A)\| = \|V(f(A) - p(A))V^{-1}\| \leq \kappa(V) \cdot \|f(A) - p(A)\|.
\]

To bound the latter expression, note that

\[
\|f(A) - p(A)\| = \max_{i \in [b]} \|f(A_i) - p(A_i)\| \leq \max_{i \in [b]} \sum_{k=0}^{\dim_i - 1} \left| \frac{f^{(k)}(\lambda_i) - p^{(k)}(\lambda_i)}{k!} \right| \|\mathcal{D}_{\dim_i, k}\| \leq \sum_{k=0}^{D-1} \varepsilon_k.
\]
When $\mathcal{A}$ is normal, $\kappa(V) = 1$ and the maximal block length is 1, so we recover Theorem 8.3.1. We now check what we get for $(\mathcal{I} - \mathcal{A})^{-1}$ and an arbitrary operator $\mathcal{A}$:

**Corollary 8.3.4.** Suppose $\mathcal{A}$ is an $n \times n$ matrix that has a Jordan decomposition $\mathcal{A} = VAV^{-1}$. Suppose every eigenvalue $\lambda$ of $\mathcal{A}$ satisfies $|\lambda| < 1$ and in particular $\mathcal{I} - \mathcal{A}$ is invertible. Let $T \in \mathbb{N}$ such that $T \geq \frac{8n^2}{\gamma(\mathcal{A})^2}$, let $f(\mathcal{A}) = (\mathcal{I} - \mathcal{A})^{-1}$ and $p(\mathcal{A}) = \sum_{i=0}^{T} \mathcal{A}^i$. Then,

$$
\| f(\mathcal{A}) - p(\mathcal{A}) \| \leq 2n\kappa(V) \frac{e^{-T\gamma(\mathcal{A})/4}}{\gamma(\mathcal{A})}.
$$

**Proof.** Let $\mathcal{A}$ be an $n \times n$ matrix and suppose every eigenvalue $\lambda$ of $\mathcal{A}$ satisfies $|\lambda| < 1$. We consider, again, inverting $\mathcal{I} - \mathcal{A}$ by considering the function $f(\lambda) = \frac{1}{1-\lambda}$ and its powerseries expansion $p(\lambda) = \sum_{i=0}^{T} \lambda^i$. For $k \leq n$, one can verify that $\frac{1}{k!} f^{(k)}(\lambda) = \frac{1}{(1-\lambda)^{k}}$ and $\frac{1}{k!} p^{(k)}(\lambda) = \sum_{i=0}^{T-k} (\begin{array}{c} k+i \\ k \end{array}) \lambda^i$. Also, $\frac{1}{k!} f^{(k)}(\lambda) = \sum_{i=0}^{\infty} (\begin{array}{c} k+i \\ k \end{array}) \lambda^i$ so we see that

$$
\varepsilon_k = \left| \sum_{i=k+1}^{\infty} (\begin{array}{c} k+i \\ k \end{array}) \lambda^i \right|.
$$

As $T \geq 4n$, $T - k + 1 \geq T/2$. Also, $\left(\begin{array}{c} k+i \\ k \end{array}\right) \leq (k+i)^k \leq (2i)^k$, so $\varepsilon_k \leq \sum_{i=T/2}^{\infty} (2i)^k \lambda^i$. Now, we have that $(2i)^k \leq |\lambda|^{-i/2}$, since

$$
(2i)^k |\lambda|^{-i/2} = e^{k \ln(2i) - (i/2) \ln |\lambda|} \leq e^{\frac{1}{2} (2k \ln(2i) - i \ln |\lambda|)} \leq e^{\frac{1}{2} (n \sqrt{i} - i \ln |\lambda|)} \leq e^{\frac{1}{2} (n - \sqrt{T/2} \ln |\lambda| - i \ln |\lambda|)} \leq e^{\frac{1}{2} (n - \sqrt{T/2} \gamma(\mathcal{A}))} \leq 1.
$$

Plugging it to the above bound for $\varepsilon_k$, we obtain:

$$
\varepsilon_k \leq \left| \sum_{i=T/2}^{\infty} \lambda^i \right| = \left| \frac{\lambda^{T/2}}{1 - \sqrt{\lambda}} \right|.
$$

To bound $\left| \frac{1}{1 - \sqrt{\lambda}} \right|$, we use the fact that:

$$
\left| \frac{1}{1 - \sqrt{\lambda}} \right| = \left| \frac{1 + \sqrt{\lambda}}{|1 - \lambda|} \right| \leq \frac{2}{\gamma(\mathcal{A})},
$$

Altogether,

$$
\varepsilon_k \leq \frac{2}{\gamma(\mathcal{A})} \left( 1 - \gamma(\mathcal{A}) \right)^{T/4} \leq \frac{2e^{-T\gamma(\mathcal{A})/4}}{\gamma(\mathcal{A})}.
$$

The Corollary follows by applying Theorem 8.3.3 and using the fact that $D \leq n$. \qed
8.4 Computing the Generalized Inverse

In this section we approximate the generalized inverse of the Laplacian of directed graphs as long as we have a good approximation of its stationary distribution. Formally,

**Theorem 8.4.1.** There exists a probabilistic algorithm that gets as input:

- An $n \times n$ irreducible, aperiodic stochastic matrix $S$,
- Two parameters, $\kappa$ and $\gamma$, which describe how stable the input $S$ is:
  - Suppose $\kappa \geq \kappa(V)$, where $S = VSV^{-1}$ is any Jordan decomposition of $S$, and
  - $\gamma(S) \geq \gamma$.
- Desired accuracy and confidence parameters $\varepsilon, \delta > 0$.
- An approximation $\tilde{\pi}$ of the stationary distribution $\pi$ of $S$, where $\|\tilde{\pi} - \pi\| \leq \tau$ and $\tau \leq \frac{\varepsilon}{(T+1)\sqrt{n}}$ for $T = \frac{8n^2}{\gamma^2} \left( 1 + \log \frac{\kappa}{\varepsilon \gamma} \right)$.

Let $\mathcal{L}$ denote the Laplacian $\mathcal{L} = \mathcal{I} - S$. The algorithm outputs a $(3\varepsilon, \delta)$-approximation of $\mathcal{L}^*$ using

$$O \left( \log \frac{n}{\gamma \varepsilon} + \log \log \frac{\kappa}{\delta} \right)$$

space.

Intuitively, we would like to employ the following approach. Given a stochastic operator $S$ with a unique stationary distribution $\pi$, we would like to “peel off” the $1 \times 1$ Jordan block with eigenvalue 1, so that we are left with an operator $A$ such that $\mathcal{I} - A$ is invertible. Then, we would like to use Corollary 8.3.4 to approximate $(\mathcal{I} - A)^{-1}$ by $\sum_{i=0}^{T} A^i$, using the fact that we can approximate $A^i$ well with a BPL algorithm.

There are two obstacles that we need to overcome:

- First, when $S$ in not normal, we do not have an orthonormal basis, so we need to explain what “peeling off” the stationary distribution means. It turns out that $A = S - |1\rangle\langle \pi|$. 

- Second, while $S$ is stochastic, $A = S - |1\rangle\langle \pi|$ is not, and furthermore, its $\ell_\infty$ norm is usually greater than 1. In particular, we cannot immediately assume that we can approximate high powers of it in BPL. We will show that $A$ is still simulatable because $|1\rangle\langle \pi|$ commutes with both $S$ and $A$.

We also need to check that the fact that $\tilde{\pi}$ is only close to $\pi$ and not exactly it, does not affect the parameters by too much.

We start the formal exposition with a precise description of the algorithm.
8.4.1 The algorithm

The algorithm first computes the parameter

\[ T = \left\lceil \frac{8n^2}{\gamma^2} \left( 1 + \log \frac{n\kappa}{\varepsilon \gamma} \right) \right\rceil. \]

The algorithm then computes an \((\varepsilon, \delta)\)-approximation of the matrix

\[ \tilde{Q}_T(S) = \left( \sum_{i=0}^{T} S^i \right) - (T + 1) |1\rangle\langle \tilde{\pi} | \]

using Lemma 8.2.3 (note that since \( \tilde{\pi} \) is given, we approximate the power series and compute \((T + 1) |1\rangle\langle \tilde{\pi} | \) exactly).

We first argue that the algorithm runs in small space and then analyze correctness.

8.4.2 Efficiency

We observe:

**Lemma 8.4.2.** For every \( \varepsilon, \delta > 0 \) and integer \( T \), and any \( n \times n \) stochastic matrix \( S \), the entries of \( \tilde{Q}_T(S) \) can be \((\varepsilon, \delta)\)-approximated using \( O \left( \log \frac{nT \log \frac{1}{\delta}}{\varepsilon} \right) \) space.

**Proof.** The claim follows directly from Lemma 8.2.3 since \( S \) is stochastic. \( \square \)

8.4.3 Correctness

We first do the analysis in the ideal situation that \( \tilde{\pi} = \pi \) and see that in this case the algorithm \((2\varepsilon, \delta)\)-approximates \( L^* \). We then show that when \( \| \pi - \tilde{\pi} \| \leq \tau \) the algorithm \((3\varepsilon, \delta)\)-approximates \( L^* \).

8.4.3.1 Peeling off the 1-eigenspace

Throughout the proof we use the representation of \( S \) guaranteed by Claim 8.2.7. Namely, \( S \) can be written as \( S = \sum_{b=1}^{B} V_b S_b U_b \) where

- \( S_1 \) is a \( 1 \times 1 \) matrix and \( S_1 = (1) \). Also, \( V_1 U_1 = |1\rangle \langle \pi | \) and \( \langle 1 | \pi \rangle = 1 \),
- For all \( b \geq 2 \), \( U_b |1\rangle = 0 \) and \( \langle \pi | V_b = 0^\dagger \), and
- \( \sum_{b=1}^{B} V_b U_b = \mathcal{I} \).

Our goal is to find the generalized inverse of \( L = \mathcal{I} - S \). As explained before, our first step is to “peel-off” from \( S \) the 1-eigenspace, and the correct way to do that is by annihilating the \( 1 \times 1 \) Jordan block with eigenvalue 1. We therefore define:

\[ \mathcal{A} = S - |1\rangle \langle \pi |. \]
We notice that $S$, $A$, $L$ and $L^*$ share the same Jordan basis, therefore, if we express $S = \sum_{b=1}^{B} U_b S_b V_b$ then

$$
L = \sum_{b=2}^{B} V_b (I_b - S_b) U_b,
$$

and,

$$
A = \sum_{b=2}^{B} V_b S_b U_b.
$$

We denote $L_b = I_b - S_b$ for $b \geq 2$ (and $L_1$ is the zero matrix). The big advantage of $A$ over $S$ is that in $A$ all eigenvalues have magnitude smaller than 1, as $A = \sum_{b=2}^{B} V_b S_b U_b$, and therefore $I - A$ is invertible. We still need, however, to relate $L^*$ to $(I - A)^{-1}$. We prove:

**Lemma 8.4.3.** $L^* = (I - A)^{-1} - |1\rangle \langle \pi|$.

**Proof.** Recall that $S = |1\rangle \langle \pi| + \sum_{b=2}^{B} V_b S_b U_b$, $A = \sum_{b=2}^{B} V_b S_b U_b$ and $I = \sum_{b=1}^{B} V_b U_b$. Hence,

$$
I - A = \sum_{b=1}^{B} V_b U_b - \sum_{b=2}^{B} V_b S_b U_b = V_1 U_1 + \sum_{b=2}^{B} V_b (I_b - S_b) U_b = |1\rangle \langle \pi| + \sum_{b=2}^{B} V_b L_b U_b.
$$

The inverse is thus given by

$$
(I - A)^{-1} = |1\rangle \langle \pi| + \sum_{b=2}^{B} V_b L_b^{-1} U_b = |1\rangle \langle \pi| + L^*,
$$

as desired. □

Intuitively, this means that approximating $(I - A)^{-1}$ suffices for approximating $L^*$, and we next consider approximating $(I - A)^{-1}$.

### 8.4.3.2 Approximating $(I - A)^{-1}$

Since all eigenvalues of $A$ have magnitude smaller than 1, we can apply Corollary 8.3.4 and get:

**Lemma 8.4.4.**

$$
\| (I - A)^{-1} - \sum_{k=0}^{T} A^k \| \leq \varepsilon.
$$

**Proof.** We saw that $A = \sum_{b=2}^{B} V_b S_b U_b$, and by the Perron-Frobenius theorem the eigenvalues that are written on $S_b$ for $b \geq 2$, are at most $1 - \gamma < 1$ in absolute value. Thus, all eigenvalues of $A$ have absolute value at most $\gamma(S)$. By Corollary 8.3.4, for $T \geq \frac{8n^2}{\gamma(S)^2}$,

$$
\| (I - A)^{-1} - \sum_{k=0}^{T} A^k \| \leq 2n\kappa(V) e^{-T\gamma(S)/4} \gamma(S).
$$

Substituting $T = \left\lceil \frac{8n^2}{\gamma(S)^2} \ln \frac{2n\kappa(V)}{\varepsilon \gamma(S)} \right\rceil$, the desired bound holds. □
Thus, the problem now reduces to simulating $A^i$ in small space. As mentioned before, $A$ is not stochastic and its $\ell_\infty$ norm is often larger than 1. However $A = S - |1\rangle\langle \pi|$ has a very special form that conforms with the Jordan basis structure, which we now employ:

**Claim 8.4.5.** The matrices $S$ and $|1\rangle\langle \pi|$ commute, and furthermore $S \cdot |1\rangle\langle \pi| = |1\rangle\langle \pi| \cdot S = |1\rangle\langle \pi|$.

**Proof.**

\[ S \cdot |1\rangle\langle \pi| = |1\rangle\langle \pi| + \sum_{b=2}^{B} V_b S_b U_b \cdot |1\rangle\langle \pi| = |1\rangle\langle \pi|, \]

and,

\[ |1\rangle\langle \pi| \cdot S = |1\rangle\langle \pi| + \sum_{b=2}^{B} |1\rangle\langle \pi| \cdot V_b S_b U_b = |1\rangle\langle \pi|. \]

\[ \square \]

**Claim 8.4.6.** For every $k \geq 1$, $A^k = S^k - |1\rangle\langle \pi|$.

**Proof.** The proof is by induction on $k$. For $k = 1$ the claim follows by the definition. Assume the statement holds for $k \in \mathbb{N}$, and consider $A^{k+1}$, so By Claim 8.4.5:

\[ A^{k+1} = (S - |1\rangle\langle \pi|) \cdot (S^k - |1\rangle\langle \pi|) \]

\[ = S^{k+1} - S \cdot |1\rangle\langle \pi| - |1\rangle\langle \pi| \cdot S^k + |1\rangle\langle \pi| \cdot |1\rangle\langle \pi| \]

\[ = S^{k+1} - |1\rangle\langle \pi| - |1\rangle\langle \pi| + |1\rangle\langle \pi| = S^{k+1} - |1\rangle\langle \pi|. \]

\[ \square \]

Thus, $A$ is simulatable and we can approximate $(I - A)^{-1}$ in small space.

### 8.4.3.3 Putting everything together

Define the *ideal* polynomial $Q_T$ by:

\[ Q_T(S) = \left( \sum_{i=0}^{T} S^i \right) - (T + 1) |1\rangle\langle \pi|. \]

**Lemma 8.4.7.** $\|L^* - Q_T(S)\| \leq \varepsilon$.

**Proof.**

\[ \|L^* - Q_T(S)\| = \|(I - A)^{-1} - |1\rangle\langle \pi| - Q_T(S)\| \]

\[ \leq \| \left( \sum_{i=0}^{T} A^i \right) - |1\rangle\langle \pi| - Q_T(S)\| + \varepsilon \]

\[ = \| A^0 + \sum_{i=1}^{T} (S^i - |1\rangle\langle \pi|) - |1\rangle\langle \pi| - Q_T(S)\| + \varepsilon \]

\[ = \| \left( \sum_{i=0}^{T} S^i \right) - (T + 1) |1\rangle\langle \pi| - Q_T(S)\| + \varepsilon = \varepsilon. \]

\[ \square \]
Finally, we check how the fact that $\tilde{\pi}$ is only close to $\pi$, affects our accuracy. We see that:

**Claim 8.4.8.** $\|\tilde{Q}_T(S) - Q_T(S)\| \leq \varepsilon$.

**Proof.** Notice that $\tilde{Q}_T(S) - Q_T(S) = (T + 1)\langle \tilde{\pi} - \pi \rangle$. Therefore, $\|\tilde{Q}_T(S) - Q_T(S)\| \leq (T + 1) \|1\| \|\tilde{\pi} - \pi\|$. The proof follows because $\|1\| = \sqrt{n}$ and $\|\tilde{\pi} - \pi\| \leq \tau \leq \frac{\varepsilon}{\sqrt{n}(T+1)}$. □

Now, since we $(\varepsilon, \delta)$-approximate $\tilde{Q}_T(S)$, then except for probability $\delta$ what we output is $\varepsilon$-close to $\tilde{Q}_T(S)$, and therefore it is $2\varepsilon$-close to $Q_T(S)$ and $3\varepsilon$-close to $L^*$, which completes the proof of Theorem 8.4.1.

### 8.5 Some Specific Families of Graphs

Ultimately, we would like to solve in \textsf{BPL} any set of equations $Lx = b$, where $b$ is close to $\text{Im}(L)$, and where $L$ is the Laplacian of a stochastic matrix $S$. Theorem 8.4.1 is a step towards this goal, but it works only when:

- $S$ is irreducible, namely, its underlying graph is strongly connected,
- $S$ is aperiodic,
- We can approximate well the unique stationary distribution $\pi$,
- $\gamma(S) \geq \frac{1}{nw}$ for some constant $a$, i.e., all eigenvalues except the largest one, are at most $1 - \gamma$ in absolute value, and,
- $\kappa(V) \leq 2^n b$ for some constant $b$, where $S = VSV^{-1}$ is a Jordan decomposition and $\kappa(V) = \|V\| \cdot \|V^{-1}\|$. Notice that here we may tolerate exponential $\kappa(V)$ as the space complexity dependency on $\kappa$ is doubly-logarithmic.

In this section we want to examine which requirements can be relaxed. The section is organized as follows. First, we note that we can get rid of the aperiodicity requirement and we can somewhat relax the spectral gap requirement. Then we show that in some cases we can get rid of the $\kappa(V)$ requirement (when the eigenvalues are polynomially separated). Finally, we give specific results for:

- Undirected graphs,
- Directed Eulerian graphs (which generalize directed regular graphs), and,
- Directed rapidly-mixing graphs.
8.5.1 Omitting the aperiodicity requirement using lazy walks

Given a stochastic matrix $S$ we can convert it to the corresponding lazy walk $S' = \frac{1}{2}(I + S)$, that stays in place with probability half. Define:

$$\gamma'(S) = \max_{\lambda \in \text{Spec}(S'), \lambda \neq 1} (1 - \Re(\lambda)).$$

The conversion has two benefits. First, the walk is clearly aperiodic. Also, we will be able to replace the condition $\gamma \leq \gamma(S)$, with the milder condition $\gamma \leq \gamma'(S)$. We will also show that we can recover the generalized inverse of the Laplacian of a graph $G$ from that of the lazy walk variant of $G$. We prove:

**Theorem 8.5.1.** There exists a probabilistic algorithm that gets as input:

- An $n \times n$ irreducible, stochastic matrix $S$,
- Two parameters, $\kappa$ and $\gamma$, which describe how stable the input $S$ is:
  - Suppose $\kappa \geq \kappa(V)$, where $S = VSV^{-1}$ is any Jordan decomposition of $S$, and,
  - $\gamma'(S) \geq \gamma$.
- Desired accuracy and confidence parameters $\varepsilon, \delta > 0$.
- An approximation $\tilde{\pi}$ of the stationary distribution $\pi$ of $S$, where $\|\tilde{\pi} - \pi\| \leq \tau$ and $\tau \leq \frac{\varepsilon}{(T+1)\sqrt{n}}$ for $T = \frac{8n^2}{\gamma^2} \left(1 + \log \frac{n\kappa}{\varepsilon\gamma}\right)$.

Let $L$ denote the Laplacian $L = I - S$. The algorithm outputs a $(3\varepsilon, \delta)$-approximation of $L^*$ using

$$O \left( \log \frac{n}{\gamma \varepsilon} + \log \frac{\kappa}{\delta} \right)$$

space.

**Proof.** We run the algorithm of Theorem 8.4.1 over $S' = \frac{1}{2}(I + S)$. It is clear that $S'$ is stochastic and aperiodic. By assumption, $S'$ is irreducible (since $S$ is). Also, $S$ and $S'$ have the same $V$ and by assumption $\kappa(V) \leq \kappa$. They also share the same stationary distribution $\pi$, and we are given $\pi'$ which is close to $\pi$.

We will soon prove that $\gamma(S') \geq \frac{\gamma'(S)}{4}$. Therefore, by Theorem 8.4.1, we get a $(3\varepsilon, \delta)$-approximation of $(I - S')^*$. Finally, we will see that $(I - S')^* = 2(I - S)^*$ and so we easily get an approximation for $(I - S)^*$.

To see that indeed $(I - S')^* = 2(I - S)^*$, notice that $I$ and $S$ share the same Jordan basis $V$. The first block in $S'$ and $S$ is the same, and for $b \geq 2$, if the $b$-th block in $S$ is $S_b$, then the $b$-th block in $(I - S')^*$ is $(I - S_b)^{-1} = 2(I - S_b)^{-1}$ and the $b$-th block of $(I - S)^*$ is $(I - S_b)^{-1}$.

Thus, all that is left is to prove:

**Claim 8.5.2.** It holds that $\gamma(S') \geq \frac{\gamma'(S)}{4}$.
Proof. Fix $\lambda \in \text{Spec}(S)$, $|\lambda| \leq 1$, and write $\lambda = a + bi$ for $a, b \in \mathbb{R}$. Also, let $\lambda' = \frac{1}{2} + \frac{1}{2} \lambda = \frac{1+\alpha}{2} + \frac{b}{2}i$, which is the corresponding eigenvalue in $S'$. Thus:

$$|\lambda'|^2 = \frac{a^2 + b^2 + 2a + 1}{4} \leq \frac{1 + 2a + 1}{4} = \frac{1 + \Re(\lambda)}{2},$$

so $1 - |\lambda'| \leq 1 - \sqrt{\frac{1 + \Re(\lambda)}{2}}$. The claim follows since for every $R$ such that $|R| \leq 1$, $1 - \sqrt{\frac{1 + R}{2}} \geq \frac{1}{4}(1 - R)$.

8.5.2 Undirected graphs

Given an undirected graph we can easily partition it to its connected components using the fact that st-connectivity of undirected graphs is in $\text{BPL}$ [AKL+79] (in fact, Reingold showed it is in $\text{L}$ [Rei08]). Therefore, we can solve the system of equations on each connected component separately.

Now, say we are given an undirected graph $G$ and $A$ is its adjacency matrix. The stochastic matrix $S$ associated with $G$ is $D^{-1}A$, where $D$ is a diagonal matrix with the degree $\text{deg}_i$ of the $i$-th vertex on the $i$-th element of the diagonal. While $A$ is Hermitian, $S$ is usually not. Still, $S$ is similar to a Hermitian matrix in the following form: Express $D^{-1/2}AD^{-1/2} = VAV^{-1}$ where $V$ is unitary and $A$ diagonal with real entries (because $D^{-1/2}AD^{-1/2}$ is Hermitian), then $S = (D^{-1/2}V)A(D^{-1/2}V)^{-1}$. Thus, $S$ has Jordan normal form $WAW^{-1}$ with $W = D^{-1/2}V$. We see that

$$\kappa(W) = \|D^{-1/2}V\| \cdot \|VD^{1/2}\| \leq \|D^{-1/2}\| \|D^{1/2}\| \|V\| \|V^{-1}\|$$

$$\leq \sqrt{\frac{\lambda_{\max}(D)}{\lambda_{\min}(D)}} \leq \sqrt{\frac{n}{1}} = \sqrt{n}.$$ 

We can therefore always take $\kappa = \sqrt{n}$ in Theorem 8.5.1 when we deal with undirected graphs, even when the graph is irregular.

The above discussion shows that $S$ is similar to the diagonal matrix $A$ which has a set of real eigenvalues, and therefore so does $S$. Chung proved that:

Lemma 8.5.3 ([Chu97], Lemma 1.9). Let $S$ be a transition matrix of an undirected connected graph with diameter $\Gamma$. Then $\gamma'(S) \geq \frac{1}{\Gamma \sum_i \deg_i}$.

Finally, we need the stationary distribution $\pi$. However, for an undirected graph $G = (V, E)$ the stationary distribution $\pi$ is fully explicit and gives weight $\frac{2\deg_i}{|E|}$ to the vertex $i$. Altogether, we get the theorem for undirected graphs that was stated in the introduction:

Theorem 8.5.4. There exists a probabilistic algorithm that gets as input an $n \times n$ stochastic matrix $S$ that is the transition matrix of an undirected graph and desired accuracy and confidence parameters $\varepsilon, \delta > 0$, outputs a $(\varepsilon, \delta)$-approximation of $L^* = (I - S)^*$ using

$$O \left( \log \frac{n}{\varepsilon} + \log \log \frac{1}{\delta} \right)$$

space.
We note that the above theorem also holds for weighted undirected graphs. To see this, view $\text{deg}_i$ as the sum of weights of the $i$-th vertex, $\text{deg}_i = \sum_j A[i, j]$, which is also $\lambda_i(D)$. Then, we can take $\kappa = \sqrt{\lambda_{\text{max}}(D)/\lambda_{\text{min}}(D)}$ in Theorem 8.5.1. The stationary distribution is again fully explicit. Finally, analogues of Lemma 8.5.3 for weighted undirected graph show that $\gamma'(S)$ is at least inverse-polynomially large in the weights of the graph (e.g., Section 5 in [Chu96]).

When $G$ is undirected we can also approximate in BPL the often used symmetric normalized Laplacian, which is $L_{\text{sym}} = I - D^{-1/2} A D^{-1/2}$, where $A$ is the graph’s adjacency matrix and $D$ is the diagonal degrees matrix. We have seen that we can approximate $L^* = (I - D^{-1} A)^*$ in BPL, and

$$(L_{\text{sym}})^* = (D^{1/2} L D^{-1/2})^* = D^{1/2} L^* D^{-1/2}.$$ 

### 8.5.3 On the parameter $\kappa(V)$

Our algorithm’s space complexity has a doubly-logarithmic dependency on $\kappa(V)$ – the minimal condition number of all Jordan bases. When the matrix $S$ has well-separated eigenvalues (namely, the minimal distance between every two eigenvalues is at least polynomially-small), the dependency can be omitted. This is implied by the following theorem:

**Theorem 8.5.5 ([Smi67]).** Let $A$ be an $n \times n$ matrix with eigenvalues $\lambda_1, \ldots, \lambda_n$ and suppose $\Delta > 0$ is such that $\min_{i \neq j} |\lambda_i - \lambda_j| \geq \Delta$. Also, let $\kappa_A$ be the minimal value of $\kappa(V)$ over all $V$ such that $A = V A V^{-1}$ is a Jordan decomposition of $A$. Then, $\kappa_A \leq n \cdot e^{\frac{||A||^2}{2\Delta^2}}$.

We can thus conclude:

**Theorem 8.5.6.** There exists a probabilistic algorithm that gets as input:

- An $n \times n$ irreducible, stochastic matrix $S$ and a real parameter $\Delta > 0$ so that it is guaranteed that all the eigenvalues of $S$ are $\Delta$-separated (that is, $|\lambda_i - \lambda_j| \geq \Delta$ for every distinct $\lambda_i, \lambda_j \in \text{Spec}(S)$).

- A parameter $\gamma$ such that $\gamma'(S) \geq \gamma$.

- An approximation $\tilde{\pi}$ of the stationary distribution $\pi$ of $S$, where $\|\tilde{\pi} - \pi\| \leq \tau$ and $\tau \leq \frac{\epsilon}{(T + 1)\sqrt{n}}$ for $T = \frac{8n^2}{\gamma^2\tau} \left(1 + \log \frac{n\kappa}{\epsilon\gamma}\right)$.

Let $L$ denote the Laplacian $L = I - S$. The algorithm outputs a $(3\epsilon, \delta)$-approximation of $L^*$ using

$$O \left(\log \frac{n}{\Delta\gamma \epsilon} + \log \log \frac{1}{\delta}\right)$$

space.
8.5.4 Eulerian directed graphs

Eulerian graphs are directed graphs where the in-degree and out-degree of each vertex are the same, and so they generalize both regular directed graphs, and general undirected graphs. The stationary distribution is fully explicit (as in undirected graphs that we mentioned before). In this section we note that for Eulerian graphs $\gamma'$ is always non-negligible.

Claim 8.5.7. Let $S$ be a transition matrix of a strongly connected Eulerian directed graph with $m$ edges. Then, $\gamma'(S) \geq \frac{1}{m^2}$.

Proof. Chung [Chu05] proved that $\gamma'(S)$ is at least the second smallest eigenvalue $\mu_{n-1}$ (the smallest eigenvalue is 0) of

$$L_{G}^{\pi} = I - \frac{\Pi^{1/2}S\Pi^{-1/2} + \Pi^{-1/2}S^{\dagger}\Pi^{1/2}}{2},$$

where $\Pi$ is a diagonal matrix with the stationary distribution $\pi$ on the diagonal. Also, in the same paper it is proven that $\mu_{n-1} \geq \frac{1}{m^2}$, which completes the proof. \qed

8.5.5 Rapidly-mixing graphs

Finally, one way to approximate the stationary distribution is by taking a random walk on $G$ until it converges. This follows directly from Lemma 8.2.3 and the fact that $\lim_{k \to \infty} P_{G}^{k} = |1\rangle\langle 1|$ (see Theorem 8.2.4). For undirected graphs (and also Eulerian directed graphs) the walk converges in polynomial time, hence, we can approximate the stationary distribution in logarithmic space, except that there is no need to do that because we have an explicit formula for the stationary distribution anyway.

For general directed graphs (even with bounded degree) the convergence rate can be exponentially small and the approach does not work. Nevertheless, there is a whole class of directed graphs, called rapidly-mixing graphs, that converge rapidly even though, usually, there is no explicit formula for the stationary distribution. Clearly, for graphs where the walk converges in polynomial time we can approximate the stationary distribution $\pi$ in logarithmic space.
Chapter 9

On Derandomizing Space-Bounded Approximate-Counting Problems

As we previously mentioned, Ta-Shma [TS13] showed that the singular value decomposition and matrix inversion can be approximated in quantum log-space for well-conditioned matrices. This can be interpreted as a fully logarithmic quantum approximation scheme for both problems. We show that if prBQL = prBPL then every fully logarithmic quantum approximation scheme can be replaced by a probabilistic one. Hence, if classical algorithms cannot approximate the above functions in logarithmic space, then there is a gap already for languages, namely, prBQL \neq prBPL.

On the way we simplify a proof of Goldreich for a similar statement for time bounded probabilistic algorithms. We show that our simplified algorithm works also in the space bounded setting (for a large set of functions) whereas Goldreich’s approach does not seem to apply in the space bounded setting.

9.1 Introduction

Two well known approximation problems are approximating the singular value decomposition (SVD) of a matrix and approximating the matrix inverse. Both problems were extensively studied in the time bounded model, e.g., in [HMT11, ST14b, HHL09]. In the space bounded model it was recently shown that SVD and matrix inversion can be additively approximated by a quantum algorithm using only logarithmic space [TS13]. This can be interpreted as a fully logarithmic quantum approximation scheme (with additive accuracy) for the problems.

Ta-Shma’s result [TS13] shows a possible gap between quantum and classical algorithms for the task of approximating a function. It is not clear, however, whether it also implies a possible gap between the power of quantum and classical log-space algorithms for decision problems. Thus, a natural question is the following. Suppose no classical log-space algorithm can approximate the SVD. Does that imply that prBQL \neq prBPL? In the contra-positive we ask whether a “de-quantumization” of decision classes (i.e., prBQL = prBPL) implies a de-quantumization of approximation schemes.

The question was also asked in the model of classical time bounded computations. A classical result by Stockmeyer [Sto85] implies that the problem of approximate counting of a
general NP predicate can be solved in $\text{FBPP}^\text{NP}$. Shaltiel and Umans [SU06] derandomized the result under the assumption that $E^\parallel_{\text{NP}}$ requires exponential size single-valued nondeterministic circuits.\footnote{$E^\parallel_{\text{NP}}$ is the class E with non-adaptive oracle queries to NP. A single-valued nondeterministic circuit is the nonuniform analogue of $\text{NP} \cap \text{coNP}$.}

While in general we do not know how to approximate functions in $\#P$ better than in $\text{FBPP}^\text{NP}$, there exist $\#P$-complete functions for which there exists a fully polynomial randomized approximation scheme (FPRAS) that does not require an oracle access to an NP language. Jerrum, Sinclair and Vigoda [JSV04] proved this for the permanent. Goldreich [Gol11a] showed that derandomizing the FPRAS for the permanent (or any other FPRAS) can be done under the assumption that $\text{prBPP} = \text{P}$:

**Theorem 9.1.1 ([Gol11a]).** If $\text{prBPP} = \text{P}$ then every function that has an FPRAS also has such a deterministic scheme. Furthermore, for every polynomial $p$, there exists a polynomial $p'$ such that if the probabilistic scheme runs in time $p$, then the deterministic one runs in time $p'$.

In [Gol11a] Goldreich is after a “uniform” pseudorandom generator (see [Gol11a] for exact details) and Theorem 9.1.1 is a corollary of a more general technique used in his construction of a uniform PRG. Roughly speaking, Goldreich’s argument works as follows: Given a probabilistic Turing machine $M(x, y)$ that approximates $f(x)$ well (where $x$ is the input and $y$ is the internal random coins used by $M$), we construct a specific sequence $y_0$ such that $M(x, y_0)$ also approximates $f(x)$ well. The bits of $y$ are fixed bit by bit, where each bit is determined by a single query to a certain $\text{prBPP}$ problem that depends on the random bits that were set so far.

In our case we deal with space bounded problems. It seems Goldreich’s approach does not generalize to the space bounded case, as the random coins string is kept on the work tape, and its length is bounded by the time complexity of the Turing machine – which can be polynomial.

In this note we give an alternative (and simpler) proof that directly computes the approximated value using $\text{prBPP}$ oracle calls, and we show this approach does generalize to a large class of functions in the space bounded model. In particular we show that if no probabilistic algorithm can approximately compute the SVD of certain well formed matrices\footnote{Specifically, bounded norm matrices with well-separated singular values. An $n \times n$ matrix has well-separated singular values if there exists some constant $c$ such that for all $i \neq j$, $|\sigma_i - \sigma_j| \geq n^{-c}$.} – a task that quantum algorithms can do with logarithmic space – then there is already a separation of the decision classes and $\text{prBQL} \neq \text{prBPL}$. We give an intuitive explanation of our proof technique at the beginning of Section 9.3 followed by a formal argument.

For a complexity decision class $\mathcal{C}$, we denote $\text{pr}\mathcal{C}$ as the corresponding promise class and $\mathcal{FC}$ as the corresponding function class. In Section 9.2 we define space bounded approximation schemes. We remark that we are not aware of any previous definition of space bounded approximation schemes. In Section 9.3 we present and prove our result.


9.2 Preliminaries

We first define approximation for real valued functions $f: \{0, 1\}^* \rightarrow \mathbb{R}$. We have two notions of approximation: additive and multiplicative. We say $y$ additively approximates $f(x)$ with accuracy $\delta$ if $y \in [f(x) \pm \delta]$. We say $y$ multiplicatively approximates $f(x)$ with accuracy $\delta$ if $y \in [(1 \pm \delta)f(x)]$.

We assume (as is customary in previous works) that the approximation algorithm $M$ outputs a dyadic rational number, i.e., we interpret the string $M(x)$ as the rational number whose binary representation is the binary string $M(x)$. This, in particular, implies that if $M$ has time complexity $t(n)$ then $M$ can only output integers whose absolute value is at most $2^{t(n)}$, and this assumption is implicitly used in previous works. This assumption also implies that if $M(x)$ is a non-zero rational number then $|M(x) - 0| \geq 2^{-t(n)}$.

We say a function $f$ is $R(n)$-bounded if $|f(x)| \leq R(n)$ for every $x \in \{0, 1\}^n$ and some known uniform function $R$. Since we are only interested in functions that can be approximated by polynomial time algorithms we can assume without loss of generality that $R = \text{poly}(n)$, because no polynomial time algorithm can approximate a higher value. However, for specific functions $f$ sometimes a better bound can be taken.

We begin with the time bounded model where it is customary to use multiplicative approximation:

**Definition 9.2.1.** A fully polynomial randomized approximation scheme (FPRAS) for an $R(n)$-bounded function $f: \{0, 1\}^n \rightarrow [0, R(n)]$ is a randomized Turing machine $M$ that on input $x$, an accuracy parameter $\delta$ and a confidence parameter $\varepsilon$, runs in \(\text{poly}(|x|, \delta^{-1}, \log \varepsilon^{-1}, \log R(n))\) time and outputs $M(x) \in [(1 \pm \delta)f(x)]$ with probability at least $1 - \varepsilon$, where we interpret the string $M(x)$ as the dyadic rational number whose binary representation is given by the binary string $M(x)$.

A fully polynomial (deterministic) approximation scheme (FPAS) is obtained if $M$ in the above definition is deterministic, $\varepsilon$ is set to 0, and the dependence on $\varepsilon$ is removed.

In this chapter we define log-space approximation schemes, but use additive approximation rather than multiplicative approximation, mainly because the major examples we have for such approximation schemes only achieve additive accuracy. We define:

**Definition 9.2.2.** A fully logarithmic randomized (resp. quantum) approximation scheme for an $R(n)$-bounded function $f: \{0, 1\}^n \rightarrow [-R(n), R(n)]$ is a randomized (resp. quantum) Turing machine $M$ that on input $x$, an error parameter $\delta$ and a confidence parameter $\varepsilon$, runs in \(\text{poly}(|x|, \delta^{-1}, \log \varepsilon^{-1}, \log R(n))\) time, uses $O(\log |x| + \log \delta^{-1} + \log \log \varepsilon^{-1} + \log \log R(n))$ space and outputs $M(x) \in [f(x) \pm \delta]$ with probability at least $1 - \varepsilon$.

The quantum space model we use has classical control and allows intermediate measurements, see [vMW12, TS13]. A fully logarithmic (deterministic) approximation scheme is obtained if $M$ in the above definition is deterministic, $\varepsilon$ is set to 0, and the dependence on $\varepsilon$ is removed. We let FLAS abbreviate “fully logarithmic approximation scheme” and FLRAS (resp. FLQAS) the randomized (resp. quantum) versions.

If a function $f$ computes a matrix, we say a Turing machine $M$ approximates $f$ if it approximates each entry of the matrix. With additive approximation this is equivalent to
approximating the matrix in the norm \( \|A\|_{\max} = \max_{i,j} |A_{i,j}| \). Notice that if \( \tilde{A} \) approximates an \( n \times n \) matrix \( A \) in the above norm for arbitrary polynomially small \( \delta \), then it also approximates \( A \) well in the spectral norm because \( \|A - \tilde{A}\|_2 \leq n^2 \|A - \tilde{A}\|_{\max} \leq n^2 \delta \).

Under this notation the result in [TS13] shows that the function computing the SVD of a real matrix \( A \) that has a polynomially bounded norm and well-separated singular values and the function inverting a well-conditioned matrix with a non-negligible norm both have an FLQAS. We remark that the function computing the SVD of a matrix \( A = UDV \) with polynomially bounded norm is polynomially bounded. This is because every singular value \( D[i, i] = \sigma_i \) satisfies \( \sigma_i \leq \|A\|_2 \) and the entries of the unitary matrices \( U, V \) are obviously bounded. The same holds for the function computing the inverse of a well-conditioned matrix with a non-negligible norm, as the entries of \( A^{-1} \) are bounded by \( \|A^{-1}\|_2 = \kappa(A)/\|A\|_2 \) (where \( \kappa(A) \) is the condition number of \( A \)).

### 9.3 Randomized and Quantum Space-Bounded Approximation Schemes

We first reprove Goldreich’s result. We start with an intuitive explanation.

Suppose \( \text{prBPP} = \text{P} \) and \( f \) has an FPRAS. By definition, there exists a polynomial time probabilistic algorithm \( M \) that on input \( x \) and accuracy parameter \( \delta \) outputs a value \( M(x, \delta) \) that with a good probability is multiplicatively \( \delta \)-close to \( f(x) \). Define a promise problem \( \Pi \) such that \( \langle x, \zeta, y \rangle \) is a yes instance if \( f(x) > (1 + \zeta)y \) and a no instance if \( f(x) \leq (1 - \zeta)y \). We see that \( \Pi \in \text{prBPP} \) (because \( M \) essentially solves it) and by our assumption that \( \text{prBPP} = \text{P} \) we have \( \Pi \in \text{P} \).

Having that we can employ a binary search to approximate \( f(x) \). We start with the a-priori known lower and upper bounds \( 0 \leq f(x) \leq R(n) = 2^{\text{poly}(n)} \) that hold for the output of any polynomial time algorithm. We then determine whether we are in the lower or upper half of this interval by calling \( \Pi \). More precisely, if we know \( f(x) \) belongs to the interval \( [l, h] \), then with one call to the promise problem we can reduce the interval to a new one of length roughly \( (\frac{1}{2} + \delta)(h - l) \). Repeating the binary search \( O(\log R(n)/\delta) \) times we deterministically approximate \( f(x) \) with \( \delta \) multiplicative accuracy.

We now give the formal details:

**Theorem 9.3.1.** Suppose \( \text{prBPP} = \text{P} \). Then every function \( f \) that has an FPRAS also has an FPAS.

**Proof.** Assume \( f \) has an FPRAS. Let \( M \) be a polynomial time probabilistic algorithm that on input \( x \in \{0, 1\}^* \) and an accuracy parameter \( \delta \) given in unary with \( \frac{1}{\delta} \) bits, outputs a value \( M(x, \delta) \) that with probability at least \( 2/3 \) is multiplicatively \( \delta \)-close to \( f(x) \). We show how to construct a deterministic algorithm \( M' \) that on input \( x \in \{0, 1\}^* \) and an accuracy parameter \( \delta \) given in unary with \( \frac{1}{\delta} \) bits, outputs a value \( M'(x, \delta) \) that is multiplicatively \( \delta \)-close to \( f(x) \).

We construct the output \( M'(x, \zeta) \) bit by bit, where each bit is determined by a single call to a \( \text{prBPP} \) promise problem. Consider the following promise problem \( \Pi \):

**Yes instance:** \( \langle x, \zeta, y \rangle \) such that \( f(x) > (1 + \zeta)y \).
No instance: \( \langle x, \zeta, y \rangle \) such that \( f(x) \leq (1 - \zeta)y \).

\( \Pi \) is in \( \text{prBPP} \), by the following algorithm: Run \( M \) with accuracy \( \zeta' = \zeta/2 \) and accept if and only if \( M(x, \zeta') \geq y \). For every \( \langle x, \zeta, y \rangle \in \Pi_{\text{Yes}} \), with probability at least 2/3,

\[
M(x, \zeta') \geq (1 - \zeta')f(x) > (1 - \zeta')(1 + \zeta)y \geq y.
\]

Similarly, for every \( \langle x, \zeta, y \rangle \in \Pi_{\text{No}} \), \( M(x, \zeta') < y \) with probability at least 2/3. As we assume \( \text{prBPP} = \text{P} \), there exists a deterministic algorithm for \( \Pi \) that we denote \( M_\Pi \).

Let \( T \) denote the running time of \( M \) on the input \( \langle x, \delta \rangle \). Set \( l_0 = 0 \), \( h_0 = 2^T \) and \( z_0 = \frac{h_0 + h_0}{2} \). Notice that \( l_0 \leq f(x) \leq h_0 \). We now run the following binary search for \( f(x) \):

For \( i = 0, \ldots, \infty \) do:

- If \( h_i < 2^{-T} \) output 0 and halt.
- If \( \frac{h_i - l_i}{h_i + l_i} \leq \frac{\delta}{2} \) output \( z_i \) and halt.
- Query \( M_\Pi \) on \( \langle x, \delta/4, z_i \rangle \). If the query is answered positively, set \( l_{i+1} = (1 - \delta/4)z_i \) and \( h_{i+1} = h_i \). Otherwise, set \( h_{i+1} = (1 + \delta/4)z_i \) and \( l_{i+1} = l_i \).
- Set \( z_{i+1} = (l_{i+1} + h_{i+1})/2 \).

First notice that because \( M_\Pi \) deterministically solves \( \Pi \), we always preserve the invariance \( l_i \leq f(x) \leq h_i \).

We now claim that if we output a value, then this value is a good multiplicative approximation to \( f(x) \). To see that we halt if either \( h < 2^{-T} \) or \( \frac{h - l}{h + l} \leq \frac{\delta}{2} \). In the first case \( f(x) \leq h < 2^{-T} \). However, if \( f(x) \) is non-zero then \( f(x) \geq 2^{-T} \) (see Section 9.2). Hence \( f(x) = 0 \) and we output the correct value. If the latter condition happens then \( |z - f(x)| \leq \delta f(x) \). To see that notice that \( f(x) - z \leq h - z = h - \frac{l + h}{2} = \frac{h - l}{2} \leq \frac{h - l}{h + l} z \leq \frac{h}{2} z \). Similarly, \( f(x) - z \geq -\frac{\delta}{2} z \). Thus \( |f(x) - z| \leq \frac{\delta}{2} z \) which implies \( z \in [(1 \pm \delta)f(x)] \).

To show that we always halt and to bound the number of iterations, let \( d_i = h_i - l_i \). We claim that \( d_{i+1} = \frac{3}{4}d_i \). This is true as \( d_{i+1} = \frac{3}{4}d_i \) (immediately from the way the procedure works) and \( \frac{d_i}{2} + \frac{\delta}{4} z_i \leq \frac{3}{4}d_i \) (which is true whenever \( \frac{h_i - l_i}{h_i + l_i} > \frac{\delta}{2} \)). Also, \( \frac{h_i - l_i}{h_i + l_i} \leq 2Td_i \) (because \( h_i \geq 2^{-T} \)). Hence, \( \frac{h_i - l_i}{h_i + l_i} \leq 2^{2T}(\frac{3}{4})^i \) and we must stop within \( O(T + \log(1/\delta)) \) steps.

Altogether, the running time is \( O(T + \log(1/\delta)) \) times the time complexity of \( M_\Pi \), which is polynomial in \( T \) as required.

A similar procedure works for additive error by appropriately changing the promise problem \( \Pi \) to work with additive accuracy. We give a formal proof of this in Theorem 9.3.2 for the space bounded model, but a similar argument also works for the time bounded model.

Next, we claim that the same proof works also in the space bounded setting as long as the function \( f \) is polynomially bounded, i.e., \( f : \{0, 1\}^n \rightarrow [-R(n), R(n)] \) for \( R(n) = \text{poly}(n) \). The reason is simple: the space complexity of the deterministic machine \( M' \) constructed in the proof of Theorem 9.3.1 is \( O(\log(\frac{\max(R(n), \delta)}{\delta})) \).

**Theorem 9.3.2.** Suppose \( \text{prBPL} = \text{L} \). Then every \( R = \text{poly}(n) \)-bounded function \( f \) that has an FLRAS has an FLAS as well.
Proof. The proof resembles the proof of Theorem 9.3.1. However, as the approximation is now additive, the promise problem \( \Pi \) is given by:

**Yes instance:** \( \langle x, \zeta, y \rangle \) such that \( f(x) \geq y + \zeta \).

**No instance:** \( \langle x, \zeta, y \rangle \) such that \( f(x) \leq y - \zeta \).

\( \Pi \) is in \( \text{prBPL} \), by exactly the same algorithm. As \( \text{prBPL} = \text{L} \), let \( M_{\Pi} \) be the deterministic algorithm for \( \Pi \). We then run a similar loop, starting with \( l \leftarrow -R(n) \) and \( h \leftarrow R(n) \) and iterating as long as \( |h - l| > 2\delta \) while the update for \( l \) and \( h \) is done additively.

The correctness follows from very similar reasonings as in the proof of Theorem 9.3.2, namely, Theorem 9.3.3. Suppose \( \text{prBQL} = \text{prBPL} \). Then every \( R = \text{poly}(n) \)-bounded function \( f \) that has an FLQAS has an FLRAS as well.

**Proof.** Let \( \Pi \) be the same promise problem defined in the proof of Theorem 9.3.2. Then, by the same reasoning as in the proof of Theorem 9.3.2, \( \Pi \in \text{prBQL} \). Thus, if \( \text{prBQL} = \text{prBPL} \) then \( \Pi \in \text{prBPL} \). We can amplify the success probability of the probabilistic algorithm so that it succeeds with probability at least 1 - \( \xi \) for \( \xi \) that we choose later.

Run the same binary search algorithm with the randomized algorithm for \( \Pi \), and assume it uses \( T \) iterations. A similar argument to the one in the proof of Theorem 9.3.2 shows that with probability \( 1 - T\xi \) the algorithm outputs \( x \) to within an additive factor \( \delta \). By setting \( \xi = \frac{\epsilon}{T} \), the FLRAS with accuracy parameter \( \delta \) and confidence parameter \( \epsilon \) runs in time \( T \cdot \text{poly}(n, \delta^{-1}, \log \xi^{-1}, \log R(n)) = \text{poly}(n, \delta^{-1}, \log \epsilon^{-1}) \) and uses \( O(\log R(n) + \log n + \log \delta^{-1} + \log \log \xi^{-1}) = O(\log n + \log \delta^{-1} + \log \log \epsilon^{-1} + \log \log R(n)) \) space, as desired.

As explained before, [TS13] shows that the function computing the SVD of a real matrix \( A \) that has a polynomially bounded norm and well-separated singular values, and the function inverting a well-conditioned matrix with a non-negligible norm both have an FLQAS, and both compute a polynomially bounded function. Thus, either \( \text{prBQL} \neq \text{prBPL} \), or else there must exist an FLRAS for both problems, implying that approximately inverting a matrix is essentially in \( \text{prBPL} \).
Conclusion

In Chapter 3, we showed that explicit two-source extractors that support small entropies can be constructed via non-malleable extractors that support small entropies and have a short seed. A bit more formally, an explicit $\varepsilon$-error non-malleable extractor for sources of length $n$ that supports min-entropy $f(n, \varepsilon)$ and has seed-length $O(f(n, \varepsilon))$ would imply an explicit, constant-error, two-source extractor for $n$-bit sources supporting min-entropy $O(f(n, \frac{1}{\text{poly}(n)}))$. Nowadays, better and better non-malleable extractors are being constructed, and the hope is that the above scheme will indeed be beneficial in achieving an explicit two-source extractor supporting $O(\log n)$ min-entropy.

All constructions of non-malleable extractors that work for small min-entropies use alternating extraction protocols, and the recent ones use primitives such as advice generators, correlation breakers with advice and independence-preserving mergers. Prolific as they are, such methods of breaking correlations between cleverly generated random variables have their drawbacks. For one, they are relatively involved. Also, current constructions of independence-preserving mergers (which are the crux of good non-malleable extractors) are sub-optimal, and coming up with new observations will be crucial in order to avoid losses incurred by the alternating extractions. Alternatively, other than improving independence-preserving mergers, coming up with a new and elegant construction of non-malleable extractors (even with worse parameters) is a dignified goal and would certainly improve our understanding of these objects.

Constructing new non-malleable extractors can also be beneficial for constructing low error two-source extractors, as we exemplified in Chapter 4. The seed-length’s dependence on the non-malleability parameter $t$ is nowadays far from being optimal, and all recent constructions have a multiplicative dependence on $t^2$ rather than an additive dependence. Refining the current (rather crude) analysis of non-malleable extractors with respect to $t$ would be rather exciting, and again, coming up with an alternative construction would be even more so. We also note that our low-error condenser of Chapter 5 might be used as a stepping-stone for constructing low-error two-source extractors, as often has happened in the past.

In Chapter 6, we demonstrated how new techniques in extractor theory can be used for constructing binary erasure list-decodable codes and strong dispersers outputting one bit. As already mentioned, constructing good linear strong dispersers, that possibly output many bits, is an interesting challenge. Such dispersers, I believe, can also be used to construct other pseudorandom objects, most notably good affine extractors.

In the area of space-bounded probabilistic computation, we introduced, in [DSTS17], a new BPL-complete problem, namely, approximating the spectral gap of a stochastic operator.
having a real second eigenvalue. Analyzing operators that arise from directed graphs was also done in Chapter 8, where we approximated the solution of a Laplacian system in probabilistic logspace, even for Laplacian of certain directed graphs. Studying directed graphs is hard, but bears viable approaches for derandomizing small-space computation. For example, it was shown in [RTV06] that a pseudorandom walk generator for regular directed graphs is already sufficient to derandomize RL.

From an algorithmic point of view, it would be interesting to find fully logarithmic probabilistic/quantum approximation schemes for problems whose exact variants lie in DET. A complexity-theoretic incentive was given in Chapter 9, but nonetheless any novel algorithm would certainly improve our theoretical insight.
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In a full answer, the question is: Can we approximate the spectrum of an operator in a given Hilbert space for free? If yes, how does this relate to the operators and systems under consideration? Moreover, can we approximate the spectrum for free in all Hilbert spaces?

The answer is: Yes, this is possible for free in all Hilbert spaces. The key point is that the spectrum of an operator in a given Hilbert space can be approximated in a free manner, provided that the operator is bounded. This is because the spectrum of a bounded operator is compact, and compact operators have a well-understood approximation theory. The key references for this result are [FL18] and [Val79].
חלק ב’ – יוניס המשובהות מוגבל-זכרון

אתחלת העזרת החשובת בתרות הסיבוכיות היה, אם כי ניחן בחוסר הבנה וה鹋שancellו בכלל וכאביCSIי שים

באקראיות. נשב רמי ההתחדשות זה הד-המרכיביםילויائح רב- biçim כוברים. מיושב השחובות

מוגבל-זכרון הוא בכרום של חלק זה של החוברים לכל נגזר כתביד של אוד מציק את השבובש המוגבל-זכרון

חישובהסתברותימוגבל-זכרון

ל תוכנן טוריגנים (הלק 경우ים) מוגבל-זכרון-זכרונים דטרמיניסטים יש מס آلاف סטרים: סרט

קלים (לקראות בלבד), סרט עבורה (הוית תליהלת הכוברים) טור טפל (הכוברים-זכרון דבלד). סיבוכיות

הזכרוי של המוכנים היא משפי החוברים בשימוש סרט העבורה. הם הריצס של מי מוגבל-זכרון-זכרונים. עבודה

זיכרון של המכונה היא מספר התאים בשימוש שיתו מוגבל-זכרון-זכרונים. חישובהסתברותימוגבל-זכרון

him של הכלל של חיבור למרכזוonz הוא בכרום של חיבורלחנה. לכן נגדיר כדווק את המודל החישובית.

למכונת טויירינג) jsonString (מוגבלת-זכרון דטרמיניסטית ישנם שלושה סרטים: סרט

קלט) לשיחה בלבד, סרט עבודה) ניתן לשיחה ולכתיבה (וסרט פלט) לעכתיבת חד-כיוונית בלבד. סיבוכיות

הזכרון של המכונה היא מספר התאים בשימוש. זמן הריצה של ממק(וזכרון) עם סיבוכיות

. ממק(וזכרון) הסתברותית דומהלזוה דטרמיניסטית) ובפרט אנו

2 O (n) גורו סעificaciones (אכיביהם) האكاميرا. דרכו הנחיה פלוס מודל זו

קווסת סטריה ברivity, סרט המשו�다 האكتروים, שרחוק לקראיה ו-2ינויים בכובץ המואדים בחולת מועבע

אקראיות לחלקן.

נא נסכים קרב يقدم על הצעה חסרה. נאמר שמתכנית עמי-מי הסיבוכיותה, אמכל כל קלט בשפה

הסיבובות חבל השמעה היא טעויות בשתי התכניות החבל והכוברים והכוברים. 1/3

הצתרלות של המוכנים היא לחלק 2/3 של כל כל קלט שאותו מחנו התכניות החבל והכוברים. 1/3

כפי שהקורות במקומם ריב, גורו (הנית ל.onError) ואתципו ל-2otros התכניות החבל והכוברים של שיתו בשתי התכניות החבל והכוברים. 1/3

שפרוש יישום למתקפלן שא מהWebpackPluginיעיפש עד מוגבל-זכרון-זכרונים BPSPACE(2 n) (��

горו ושbor) n (סר)." n. גמור, כיו. n. (סר)

ל ניתשה על פי תכניות החבל והכוברים אמה-פחית ב chảyת 1/2 של כל כל קלט שאוי פעמים,威廉ס (2 n) (סר).

אמה מחנה עמי-מי מוגבל-זכרון-겨ורותTOTYPE התכניות החבל והכוברים BPSPACE(2 n) (��

נובע לשישוב הסיבוכיות מוגבל-זכרונים-גרורות עם עמי-מי מוגבל-זכרון-זכוכיות עמי-מי מוגבל-זכרון-זכוכיות


במקומר לשישוב הסיבוכיות מוגבל-זכרונים-גרורות עם עמי-מי מוגבל-זכרון-זכוכיות עמי-מי מוגבל-זכרון-זכוכיות, ושא ואודיום ש-

NC 1 ⊆ L ⊆ RL ⊆ BPL ⊆ NC 2 ⊆ L 2 .

וחת המתוח קויי מנו עדיעו-ש פ應用ל, הדון-המורטיזציה מולם-לא להותה, של השישיב השישיב
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בכרון-גרoriasis מהמהה ישות בשילוב סטשיטות (חלולים), מורגמה

וצרו מרוכבים במדאלה של ניסיון ניסיון הוספה על מתحاول מתוח 하나 רזר✈וזה עד השיוות

ументלוב הסיבוכיות שתו ל- ε שפנ- כ-אוסוכמטריה והתחדשות המבודד ב- דירוג מ- בלינאר

וספקת במתלם מונח של כ- פנ- רפ- cassette ניסי שבטי שישה aventures פנ- 눈בב.

לנוגרנטים של מתכנתים כ- נוות למקסום לפניר f .

אא ממקסום שופט פפוע אא ה- קון באלא פפוע אא הא- ת-בכ-ל במקסום f גלוס-גלאס ת-בכ-ל במקסום f

G: {0, 1}d → {0, 1}n → {0, 1}n,n שופט פפוע f יש פפוע אא ה- קון באלא פפוע אא הא- ת-בכ-ל במקסום f גלוס-גלאס ת-בכ-ל במקסום f

|E[f(Un)] − E[G(Ud)]| ≤ ε, f ∈ F שלכל f {0, 1}n

2
מחלצים משני מצור娱乐城 שיאו נוכמה. לسفر השרון הארחאונות של מחצלים משני מצור娱乐城 נפרדו. ב焗ור מהזמוי הזרחי, המחלצים המשני מצור娱乐城 של הנידים 결과ו במחצליםandal-בון אסמסנגןואל-בון.

קונט. בָּיִם אֵיזוּאָר, אוֹמֶר הַיְּכַל הַמַּחְלַצִּים והַיְּכַל הַמַּחְלַצִּים חֲלַל אוֹמֶר פְּלוּטָוָו-בֶּכִ' אֵלֶּה בִּמְכָר תֹּכֶב פְּלוּט-בֶּכִ'.
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The talk addresses the limitations of computing and their role in the theory of computer science, specifically in the model of bounded-computation. It raises the question of whether for every algorithm, there exists a limited-time limited-space algorithm that is equivalent? (and in the model of unbounded computation) how can we construct a perfect algorithm from a weak source of randomness? (The work herein deals with problems in the rescue of randomness in the model of bounded-probability.)

In the first part of the paper, we deal with the rescue of randomness from sources of randomness between, which is studied in recent years. In recent years, many papers have been published in this field, showing that there exists a linear-time linear-space construction that supports the model of bounded-computation.

This is the case for any non-functional transformation function of the bounded-randomness model, as well as limitations on the construction of linear-time linear-space algorithms that support this model.

Moreover, there exist algorithms that are optimal, which are all or almost all algorithms, and the work herein shows that there exists a linear-time linear-space construction that supports the model of bounded-computation.

In conclusion, the first part of the paper presents a new, practically optimal, construction of randomness from sources of randomness that are not balanced. In the aid of such constructions, we can also obtain strong randomness from a weak source of randomness, where the construction is close to optimal in terms of entropy and length.

In the second part of the paper, we deal with the connection between bounded-computation and the theory of algebra, specifically in the context of limited-time limited-space algorithms. These algorithms are characterized by their limited-time and limited-space limitations, which are also defined in the context of algebraic operations.

This work builds on the works of Abraham Bar-Or, Eyal Ta-Shma and others, and is also related to the works of [BACDTS18, BADTS18, BACD18, DLGTS17, DTS15a].
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