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#### Abstract

Given a set system ( $X, \mathcal{R}$ ), the hitting set problem is to find a smallest-cardinality subset $H \subseteq X$, with the property that each range $R \in \mathcal{R}$ has a non-empty intersection with $H$. We present near-linear time approximation algorithms for the hitting set problem, under the following geometric settings: (i) $\mathcal{R}$ is a set of planar regions with small union complexity. (ii) $\mathcal{R}$ is a set of axis-parallel $d$-rectangles in $\mathbb{R}^{d}$. In both cases $X$ is either the entire $d$-dimensional space or a finite set of points in $d$-space. The approximation factors yielded by the algorithm are small; they are either the same as or within an $O(\log n)$ factor of the best factors known to be computable in polynomial time.
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## 1. INTRODUCTION

A range space $(X, \mathcal{R})$ is a pair consisting of an underlying universe $X$ of objects and a family $\mathcal{R}$ of subsets of $X$ (called ranges). A subset $H \subseteq X$ is called a hitting set of $(X, \mathcal{R})$ if it intersects every range in $\mathcal{R}$. In many geometric applications, $X$ is the entire $\mathbb{R}^{d}$ and the ranges in $\mathcal{R}$ are simply-shaped regions (halfspaces, balls, simplices, etc.) that are subsets of $\mathbb{R}^{d}$. Given a range space $\left(\mathbb{R}^{d}, \mathcal{R}\right)$ of the above kind, the geometric hitting-set problem is to find a smallest set $H \subset$ $\mathbb{R}^{d}$ of points that intersects all regions of $\mathcal{R}$; we call $H$ a hitting set for $\mathcal{R}$. Several applications require $X$ to be a finite point set, in which case we regard each range $R \in \mathcal{R}$ as the intersection $R \cap X$; with a slight abuse of notation, we denote this range space as $(X, \mathcal{R})$. We refer to this version of the problem as the discrete model, and to the version in which $X=\mathbb{R}^{d}$ as the continuous model. Let $\kappa:=\kappa(X, \mathcal{R})$ denote the size of the smallest subset of $X$ that is a hitting set of $(X, \mathcal{R})$.

The hitting-set problem is NP-Complete even for very simple geometric settings in $\mathbb{R}^{2}$, e.g., when $\mathcal{R}$ is a set of unit disks or squares $[26,27]$. Therefore attention has mostly focused on developing polynomial-time approximation algorithms. In some applications, such as sensor networks, database systems, information retrieval, and computer vision, the sets $X$ and $\mathcal{R}$ change dynamically and it is necessary to construct a hitting set repeatedly (or just update it dynamically); see, e.g., [5, 9, 41]. In such situations, it is desirable to obtain a trade-off between the size of the hitting set and the time spent in computing it-one may prefer to have a slightly larger hitting set if it can be computed much faster. Motivated by these applications, we study the problem of computing a hitting set in near-linear time and present algorithms of this kind for several special cases.

Previous results. The well-known greedy algorithm gives a polynomial-time $(\log n)$-approximation for computing a hitting set [42], and the known lower-bound results suggest that this is the best approximation factor one can hope to achieve in polynomial time for general range spaces [25]. However, by exploiting the underlying geometry, one can obtain polynomial-time algorithms with better approximation ratio for many geometric hitting-set problems. These algorithms employ and adapt a wide range of novel techniques, including variants of the greedy algorithm, dynamic programming, LP-relaxation, and $\varepsilon$-nets. It is beyond the scope of this paper to give a comprehensive review of the known results. We refer the reader to [11, 12, 13, 14, 29] and the references therein. We only mention a few results that are directly relevant to our results.

A polynomial-time $(1+\varepsilon)$-approximation algorithm, for any $\varepsilon>0$, is known under the continuous model if $\mathcal{R}$ is a set of "fat" objects [13]; see also [29]. However these techniques do not extend to the discrete model. Given a parameter $0<\varepsilon<1$, an $\varepsilon$-net for a (finite) range space $(X, \mathcal{R})$ is a subset $N \subseteq X$ with the property that $N$ intersects every range $r \in \mathcal{R}$, whose size is at least $\varepsilon|X|$. In other words, $N$ is a hitting set for all the "heavy" ranges. By a seminal result of Haussler and Welzl [28], a range space of finite VCdimension (see [28] for the definition) has an $\varepsilon$-net of size $O((1 / \varepsilon) \log (1 / \varepsilon))$. Improved bounds on the size of $\varepsilon$-nets are known in several special cases. For example, $\varepsilon$-nets of size $O(1 / \varepsilon)$ exist when $X$ is a point set and $\mathcal{R}$ is a set of halfspaces in two and three dimensions, pseudo-disks in the plane, or translates of a fixed convex polytope in 3 -space; see [17, 30 , 33, 34, 39]. Recently, Aronov et al. [10] have shown the existence of $\varepsilon$-nets of size $O((1 / \varepsilon) \log \log (1 / \varepsilon))$ for the case where $\mathcal{R}$ is a set of $n$ axis-parallel rectangles or boxes in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$, respectively. Generalizing a technique by Clarkson [15], Brönnimann and Goodrich [12] presented a general method for computing a hitting set for a range space, under the discrete model, using $\varepsilon$-nets. More precisely, let $(X, \mathcal{R})$ be a range space for which an $\varepsilon$-net of size $O((1 / \varepsilon) \varphi(1 / \varepsilon))$ can be constructed in polynomial time. Brönnimann and Goodrich present an iterative reweighted sampling scheme to compute a hitting set $H \subseteq X$ for $\mathcal{R}$ of size $O(\kappa \varphi(\kappa))$ in polynomial time (as a matter of fact, their technique is applied under a wider context and exploits the existence of weighted $\varepsilon$-netssee [12] and Section 5 for further details). Hence, a hitting set of size $O(\kappa \log \kappa)$ can be computed, under the discrete model, for any range space with finite VC-dimension. The size reduces to $O(\kappa \log \log \kappa)$ if $\mathcal{R}$ is a set of axis-parallel rectangles in $\mathbb{R}^{2}$ or boxes $\mathbb{R}^{3}$, or to $O(\kappa)$ in each of the cases mentioned above when there exists a linear-size $\varepsilon$-net. Several other instances with improved bounds are listed in [10].

Both the greedy and the Brönnimann-Goodrich algorithms terminate in $O(\kappa \log |\mathcal{R}|)$ stages. A straightforward implementation of the greedy algorithm takes $\Omega(|X||\mathcal{R}|)$ time per stage, which can be improved to $O((|X|+|\mathcal{R}|)$ polylog $(|\mathcal{R}|))$ (expected) time per stage if the complexity of the union of the regions in $\mathcal{R}$ is near linear [11]. Similarly, a straightforward implementation of the Brönnimann-Goodrich algorithm takes $\Omega(|X|+|\mathcal{R}|)$ time (per stage). Thus the bounds on the running time of these approaches is $\Omega((|X|+$ $|\mathcal{R}|) \kappa \log n)$. It is not clear whether the running of these algorithms can be improved to $O((|X|+|\mathcal{R}|)$ polylog $(|\mathcal{R}|))$ or even to $O\left(\left(|X|+|\mathcal{R}|+\kappa^{O(1)}\right)\right.$ polylog $\left.(|\mathcal{R}|)\right)$. Although nearlinear algorithms are known for computing a hitting set under the continuous model in several special cases, such as an $O(1)$-approximation algorithm when the objects are fat [13], no such algorithms are known under the discrete model even for very simple cases, e.g., the case of disks in the plane.
Our results. In this paper we present near-linear algorithms for computing a hitting set of approximately optimal size, under both the discrete and continuous models. However, we begin in Section 2 by describing an algorithm for computing a shallow cutting of a set of planar regions, augmented with some additional procedures, which will be used by our hitting-set algorithms. Although there are known algorithms to construct shallow cuttings [4, 33], we do not know how to adapt them to support the additional procedures required in our scenario. We thus had to resort to
a different approach to construct shallow cuttings, which is randomized incremental and is based on a variant of of the algorithm of Agarwal et al. [3] for constructing levels in arrangements. As a by-product result, we obtain an efficient algorithm to approximate the "largest depth" in an arrangement of planar regions, which, to our knowledge, is faster than previous algorithms for this problem.

We first consider the case when $\mathcal{R}$ is a set of $n$ closed, connected planar regions of constant description complexity and $X$ is a set of $m$ points in the plane. ${ }^{1}$ For simplicity, we assume throughout the paper that $X$ hits all the regions in $\mathcal{R}$. This assumption can easily be relaxed because our algorithm can detect when $X$ does not hit all the regions. We further assume that the union complexity of any subset of $\mathcal{R}$ of size $r$ is $O(r \varphi(r))$, where $\varphi(r)$ is a slowly growing function (ideally, $o(\log r)$ or at worst $O(\log r)$ ). We describe in Section 3 a randomized algorithm that computes a hitting set $H \subseteq X$ for $\mathcal{R}$ of size $O(\kappa \varphi(\kappa) \log n)$, in expected time $O\left(\left(m \log \kappa+n \varphi(\kappa) \log ^{2} \kappa\right) \log n\right)$. For the continuous model (i.e., when $X=\mathbb{R}^{2}$ ), the expected running time is $O\left(n \varphi(\kappa) \log ^{2} \kappa \log n\right)$, yielding a similar approximation factor as in the discrete case. Roughly speaking, our approach can be regarded as a variant of the greedy algorithm, in which we carefully choose $O(\kappa \varphi(\kappa))$ points at each stage and cause the algorithm to terminate within $\log n$ stages. In contrast, the greedy algorithm terminates in $O(\kappa \log n)$ stages and chooses one point at each stage. We obtain a faster algorithm by reducing the number of stages, but have to pay an extra $\varphi(\kappa)$ factor in the output size. There are various classes of planar regions with small union complexity; see [7] for a comprehensive survey. Here we just mention that we obtain near-linear hitting-set algorithms, with small approximation factors of the above kind, for (i) pseudo-disks [32], with approximation factor $O(\log n)$, (ii) fat wedges and fat triangles [38], with respective approximation factors $O(\log n)$ and $O(\log n \log \log \kappa)$, (iii) locally $\gamma$-fat objects [19], with approximation factor $O\left(\log ^{2}(\kappa) \beta_{s+2}(\kappa) \log n\right)$, where $s$ is a constant that depends on the description complexity of the objects, and $\beta_{t}(q)=$ $\lambda_{t}(q) / q$, where $\lambda_{t}(q)$ is the maximal length of DavenportSchinzel sequences of order $t$ on $q$ symbols (see [40]), (iv) regions bounded by Jordan arcs having three intersections per pair [22], with approximation factor $O(\alpha(\kappa) \log n)$, where $\alpha(\cdot)$ is the (extremely slowly growing) inverse Ackermann function.

We next consider in Section 4 the case in which $\mathcal{R}$ is a set of $n$ axis-parallel rectangles and $X$ a set of $m$ points in the plane. The union complexity of $\mathcal{R}$ can be quadratic in the worst case, so we cannot apply the previous algorithm directly. We present an algorithm that computes a hitting set $H \subseteq X$ for $\mathcal{R}$ of size $O(\kappa \log n)$ in time $O\left((m+n) \log ^{2} n\right)$. It turns out that the continuous problem is considerably simpler in this case: a hitting set of size $O\left(\kappa \log ^{d-1} \kappa\right)$ for a set of $n$ orthogonal rectangles in $\mathbb{R}^{d}$ can be computed in $O\left(n \log ^{d-1} n\right)$ time by a much simpler algorithm (the onedimensional problem has an exact solution, computable in $O(n \log n)$ time $)$.

Finally, we present in Section 5 a fast implementation of the iterative reweighted-sampling scheme of Brönnimann and Goodrich, for the case of axis-parallel $d$-rectangles in $\mathbb{R}^{d}$.

[^2]Given a set $X$ of $m$ points and a set $\mathcal{R}$ of $n$ axis-parallel $d$ rectangles in $\mathbb{R}^{d}$, we can compute a hitting set $H \subseteq X$ for $\mathcal{R}$ of $O(\kappa \log \kappa)$ size in $O\left(\left(m+n+\kappa^{d+1}\right)\right.$ polylog $\left.(m n)\right)$ randomized expected time. The main ingredient of our algorithm is a data structure that, after $O((m+n) \operatorname{polylog}(m n))$ preprocessing time, can implement each stage of the BrönnimannGoodrich algorithm in $O\left(\kappa^{d}\right.$ polylog $\left.(m n)\right)$ time. We improve the approximation factor to $O(\log \log \kappa)$, for $d=2,3$, using the recent result by Aronov et al. [10], while keeping the expected running time $O\left(\left(m+n+\kappa^{d+1}\right)\right.$ polylog $\left.(m n)\right)$.

## 2. ARRANGEMENTS AND CUTTINGS

Arrangements and levels. Let $\mathcal{R}$ be a set of $n$ (closed) connected planar regions of constant description complexity. We refer to the boundaries of regions in $\mathcal{R}$ as boundary curves. Without loss of generality, we assume that the regions in $\mathcal{R}$ are in general position, that is, no point is incident to more than two boundary curves, and when two curves meet at a point, they cross each other there. Let $\mathcal{A}(\mathcal{R})$ denote the arrangement of $\mathcal{R}$ [8], and let $\mathcal{U}(\mathcal{R})=\bigcup \mathcal{R}$ denote the union of $\mathcal{R}$. The combinatorial complexity of $\mathcal{A}(\mathcal{R})$ is the number of its vertices, edges, and two-dimensional faces, and the combinatorial complexity of $\mathcal{U}(\mathcal{R})$ is the number of vertices and edges of $\mathcal{A}(\mathcal{R})$ that appear along $\partial \mathcal{U}(\mathcal{R})$. For $r \leq n$, let $f(r)$ denote the maximum complexity of the union of a subset of $r$ regions in $\mathcal{R}$, measured as above. We assume that $f(r)$ is nearly linear, i.e., $f(r) \leq r \varphi(r)$, where $\varphi(\cdot)$ is a slowly growing function (e.g., $\varphi(r)=\ln r$ ). We refer to such a set of regions as well behaved - they have constant description complexity and the complexity of the union of any of their subset is near linear.

The depth of a point $p \in \mathbb{R}^{2}$ in $\mathcal{A}(\mathcal{R})$, denoted by $\Delta(p, \mathcal{R})$, is the number of regions $R \in \mathcal{R}$ that contain $p$ in their interior. For $0 \leq l \leq n$, the $l$-level of $\mathcal{A}(\mathcal{R})$, denoted by $\mathcal{A}_{l}(\mathcal{R})$, is the set of all points whose depth is $l$; thus, the 0 -level is the closure of the complement of $\mathcal{U}(\mathcal{R})$. Let $\mathcal{A}_{\leq l}(\mathcal{R})$ denote the set of points whose level is at most l, i.e., $\mathcal{A}_{\leq l}(\mathcal{R})=$ $\bigcup_{j=0}^{l} \mathcal{A}_{j}(\mathcal{R})$. The complexity of $\mathcal{A}_{\leq l}(\mathcal{R})$ is the number of vertices and edges of $\mathcal{A}(\mathcal{R})$ that lie in $\mathcal{A}_{\leq l}(\mathcal{R})$. A well-known result by Clarkson and Shor [16] implies that the complexity of $\mathcal{A}_{\leq l}(\mathcal{R})$ is $O\left(l^{2} f(n / l)\right)=O(n l \varphi(n / l))$. In particular, if $l^{*}=\max _{p \in \mathbb{R}^{2}} \Delta(p, \mathcal{R})$, then the complexity of $\mathcal{A}(\mathcal{R})$ is $O\left(n l^{*} \varphi\left(n / l^{*}\right)\right)$. Thus if the union complexity is small and the arrangement is "shallow" (i.e., its maximum depth is small), the overall arrangement complexity is also relatively small.
Vertical decomposition. The vertical decomposition of a cell $C$ in $\mathcal{A}(\mathcal{R})$, denoted by $C^{\prime \prime}$, is obtained by erecting, within $C$, a vertical line through each vertex and $x$-extremal point on $\partial C$ until it meets $\partial C$ again (or else extends to $\infty$ ). $C^{\prime \prime}$ partitions $C$ into pseudo-trapezoidal cells, each bounded by at most two arcs of $\partial C$ and at most two vertical segments; some of the cells may be degenerate - they may be unbounded or may have fewer than four edges. The number of pseudo-trapezoids in $C^{\prime \prime}$ is proportional to the number of vertices in $C$. The vertical decomposition of $\mathcal{A}(\mathcal{R})$ or $\mathcal{A}_{\leq l}(\mathcal{R})$, denoted by $\mathcal{A}^{\prime \prime}(\mathcal{R})$ and $\mathcal{A}_{<l}^{\prime \prime}(\mathcal{R})$, respectively, is obtained by computing the vertical decomposition of each of its cells. The number of pseudo-trapezoids in $\mathcal{A}_{<l}^{\prime \prime}(\mathcal{R})$ is $O(n l \varphi(n / l))$; see Figure 1.

A pseudo-trapezoidal cell $\tau$ in $\mathcal{A}^{\prime \prime}(\mathcal{R})$ is defined by a set $\mathcal{D}(\tau)$ of at most four regions in the sense that $\tau$ is a cell in


Figure 1. The decomposition $\mathcal{A}_{\leq 1}^{\prime \prime}$ of an arrangement of disks. The level of the shaded regions $\geq 2$.
$\mathcal{A}^{\prime \prime}(\mathcal{D}(\tau))$. We call a pseudo-trapezoid $\tau \subseteq \mathbb{R}^{2}$ primitive if there exists a set $D=\mathcal{D}(\tau)$ of at most four regions of $\mathcal{R}$ such that $\tau \in \mathcal{A}^{\prime \prime}(D)$.
Shallow cuttings. Let $l \geq 0$ and $1 \leq r \leq n$ be two parameters. A collection $\Xi$ of (possibly unbounded) pairwisedisjoint primitive cells is called a $(1 / r)$-cutting of $\mathcal{A}_{\leq l}(\mathcal{R})$, also known as a shallow $(1 / r)$-cutting, if the union of the cells in $\Xi$ covers $\mathcal{A}_{\leq l}(\mathcal{R})$ and at most $n / r$ boundary curves of $\mathcal{R}$ cross each cell $\tau \in \Xi$. The size of $\Xi$ is the number of its cells. The set of boundary curves that cross a cell $\tau \in \Xi$, denoted by $\mathcal{R}_{\tau}$, is called the conflict list of $\tau$.

The notion of shallow cutting was originally introduced by Matoušek [33] for a set of halfspaces in $\mathbb{R}^{d}$, and this notion was subsequently extended to other regions (see e.g. [4]). It is shown in [33] (see also [4]) that there exists a $(1 / r)$-cutting of $\mathcal{A}_{\leq l}(\mathcal{R})$ of size $O(q r \varphi(r / q))$, where $q=l(r / n)+1$.

The proof of the above property is constructive and based on a two-level random sampling. Namely, we choose a random subset $\mathcal{G} \subseteq \mathcal{R}$ of $r$ regions, compute $\mathcal{A}^{\prime \prime}(\mathcal{G})$, and discard those cells of $\mathcal{A}^{\prime \prime}(\mathcal{G})$ that do not intersect $\mathcal{A}_{\leq l}(\mathcal{R})$. For each remaining cell $\tau$, let $\mathcal{R}_{\tau}$ be its conflict list. If $\left|\mathcal{R}_{\tau}\right| \leq n / r$, we add $\tau$ to the final cutting $\Xi$. Otherwise, if $(t-1) n / r \leq$ $\left|\mathcal{R}_{\tau}\right| \leq t n / r$, for $t>1$, we choose a random sample $\mathcal{G}_{\tau} \subseteq \mathcal{R}_{\tau}$ of $O(t \log t)$ regions, compute $\mathcal{A}^{\prime \prime}\left(\mathcal{G}_{\tau}\right)$, clip each cell of $\mathcal{A}^{\prime \prime}\left(\mathcal{G}_{\tau}\right)$ within $\tau$, and add the clipped cell to $\Xi$ if it intersects $\mathcal{A}_{\leq l}(\mathcal{R})$. It is shown that $\Xi$ is a $(1 / r)$-cutting of $\mathcal{A}_{\leq l}(\mathcal{R})$ and that its expected size is $O(q r \varphi(r / q))$.

Our hitting-set algorithm will construct a shallow cutting and perform some additional steps on the cutting. We therefore describe an efficient algorithm to construct a shallow cutting, based on the two-stage sampling scheme described in [33, 4], which uses a variant of the randomized incremental construction of Agarwal et al. [3] for constructing $\mathcal{A}_{\leq l}(\mathcal{R})$. This approach is more suitable for our purposes than the ones described in [33, 4], since it aids us to track additional information that we need to maintain-see below.

Let $r$ and $l$ be two parameters. Let $\left\langle R_{1}, \ldots, R_{n}\right\rangle$ be a random permutation of $\mathcal{R}$, and let $\mathcal{R}_{i}=\left\langle R_{1}, \ldots, R_{i}\right\rangle$. In the first stage, we insert the regions in $\mathcal{R}_{r}$ in order. The algorithms maintains the following structure after the first $i$ steps:
(i) A set $\Xi_{i}$ of cells of $\mathcal{A}^{\prime \prime}\left(\mathcal{R}_{i}\right)$ that potentially intersect $\mathcal{A}_{\leq l}(\mathcal{R})$.
(ii) The conflict lists: For every (primitive) cell $\tau \in \Xi_{i}$, we
store the set $\mathcal{R}_{\tau} \subseteq \mathcal{R} \backslash \mathcal{R}_{i}$ whose boundary curves cross $\tau$, and, for every region $R \in \mathcal{R} \backslash \mathcal{R}_{i}$, we attach the list of all cells $\tau$ with $R \in \mathcal{R}_{\tau}$. Set $n_{\tau}:=\left|\mathcal{R}_{\tau}\right|$.
(iii) For each cell $\tau \in \Xi_{i}$, we maintain the level $l_{\tau}$ of one of its (arbitrary chosen) interior points $p$ with respect to $\mathcal{A}(\mathcal{R})$.
The algorithm maintains the invariant that $l_{\tau} \leq l+n_{\tau}$. We refer to a cell satisfying this condition as active.

Suppose we have inserted the regions in $\mathcal{R}_{i-1}$ and we have the above structure. We insert the region $R_{i}$ and update the structure as follows.
(i) We find all cells of $\Xi_{i-1}$ intersected by $R$, using the conflict lists. We split these cells, re-decompose them into primitive cells if necessary, update the conflict lists, and compute the level information for the new cells.
(ii) We then test each of the newly created cells $\tau$ to see whether it is active. If $\tau$ is not active, we discard it along with its conflict list.

We refer the reader to the original paper [3] for further details.

The time spent at each step is proportional to the number of newly created and destroyed cells $\tau$ in that step plus the size of their respective conflict lists. A cell destroyed in step $i$ must have been created in an earlier step, so it suffices to bound the number of cells created in step $i$ and the total size of their conflict lists. Following the analysis in [3], the expected time spent in step $i$ is

$$
\begin{align*}
& O\left(\frac{n}{i^{2}}\left(1+\frac{i^{2}}{n^{2}} n \varphi(n / l)\left(l+\frac{n}{i} \log i\right)\right)\right)  \tag{1}\\
& \quad=O\left(n / i^{2}+\varphi(n / l)(l+(n / i) \log i)\right)
\end{align*}
$$

The above bound is obtained by the following intuitive (and imprecise) argument. At the $i$ th step, the set of active cells of $A\left(\mathcal{R}_{i}\right)$ lie at level at most $h=l+n_{\tau}$, and, due to the analysis of Clarkson-Shor [16], $n_{\tau}=O((n / i) \log i)$. The complexity of $\mathcal{A}_{\leq h}(\mathcal{R})$ is $O(n h \varphi(n / l))$. The probability of a vertex of $\mathcal{A} \leq h(\mathcal{R})$ to appear in $\mathcal{A}\left(\mathcal{R}_{i}\right)$ is roughly $O\left(i^{2} / n^{2}\right)$, so the expected number of active cells in $\Xi_{i}$ is $O\left(\left(i^{2} / n^{2}\right) \cdot n h \varphi(n / l)\right)$, and the expected size of the conflict list of each of these cells is $O(n / i)$. The probability that a cell of $\Xi_{i}$ was created at the $i$ th-step is roughly $O(1 / i)$. Putting this together, one can deduce that the size of the conflict lists of the newly created cells at step $i$ is bounded by (1). Summing over all $r$ steps, the total expected running time of the first stage of the algorithm is $O\left(\left(n \log ^{2} r+r l\right) \varphi(n / l)\right)$.

Put $\Xi^{\prime}:=\Xi_{r}$. For each cell $\tau \in \Xi^{\prime}$, let $n_{\tau}=\left|\mathcal{R}_{\tau}\right|$. Next, we refine each cell of $\Xi^{\prime}$ as follows. Suppose $(t-1) n / r<$ $n_{\tau} \leq t n / r$. We refer to $t$ as the excess in $\tau$. If $t=1$, we add $\tau$ to the final cutting $\Xi$. Otherwise, we apply the second sampling step on $\tau$ by constructing a ( $1 / t$ )-cutting (here this is just the "standard" cutting) for $\mathcal{R}_{\tau}$. This is done by choosing a random sample $S_{\tau}$ of $c^{\prime} t \log t$ regions of $\mathcal{R}_{\tau}$, for some sufficiently large constant $c^{\prime}>0$. We maintain the primitive cells induced by $S_{\tau}$ (confined within $\tau$ ) that meet $\mathcal{A}_{\leq l}(\mathcal{R})$ along with their conflict lists. The primitive cells (clipped within $\tau$ ) computed by this second stage are
then added to the final cutting $\Xi$. A standard ClarksonShor analysis [16] shows that the expected time spent on $\tau$ in the second stage is $O\left(t \log t n_{\tau}\right)=O\left(t^{2} \log t n / r\right)$, and the number of cells created is $O\left(t^{2} \log ^{2} t\right)$.

For $t \geq 0$, let $\eta(r, t, l)$ denote the expected number of cells in $\Xi^{\prime}$ with excess at least $t$. The following two bounds on $\eta(r, t, l)$, proved in $[4,33,6]^{2}$, bound the expected size of the final cutting and the expected running time of the algorithm:

$$
\eta(r, 0, l)=O(q r \varphi(r / q)) \quad \text { and } \quad \eta(r, t, l)=O\left(2^{-t} \eta(r / t, 0, l)\right)
$$

where $q=1+l r / n$. Summing the expected running time of the second stage over all cells $\tau$ and using the above inequalities, we obtain that the total expected time of the second stage is:

$$
\begin{gathered}
\sum_{t \geq 1} O\left(\frac{t^{2} \log t n}{r} \cdot \eta(r, t, l)\right)=\sum_{t \geq 1} O\left(\frac{t^{2} \log t n}{2^{t} r} \cdot \eta(r / t, 0, l)\right) \\
=O\left(\frac{n}{r} \cdot \eta(r, 0, l)\right)=O((n+l r) \varphi(n / l))
\end{gathered}
$$

Adding the expected time of the first stage, the expected running time of the overall algorithm is

$$
\begin{equation*}
O\left(\left(n \log ^{2} r+l r\right) \varphi(n / l)\right) \tag{2}
\end{equation*}
$$

Similarly, one can show that the total number of cells in $\Xi$ is $O(q r \varphi(r / q))$. Hence we obtain the following:

Lemma 2.1. Let $\mathcal{R}$ be a set of $n$ well-behaved planar regions, let $l \geq 0, r \geq 1$ be two parameters, and let $q=1+l r / n$. A $(1 / r)$-cutting for $\mathcal{A}_{\leq l}(\mathcal{R})$ of size $O(q r \varphi(r / q))$, along with the conflict list of each cell, can be computed in expected time $O\left(\left(n \log ^{2} r+l r\right) \varphi(n / l)\right)$.

Remarks: (1) As indicated by the analysis, the overwhelming majority of the running time is dominated by the first stage of the algorithm.
(2) The algorithm in [3] inserts all elements $R_{1}, \ldots, R_{n}$ (and thus $r=n$ in this case) in order to obtain the final structure $\mathcal{A}_{\leq l}(\mathcal{R})$, whereas ours stops after a prespecified number of steps to obtain the shallow cutting.

Next, we describe two extensions of this algorithm, each of which will be crucial for our hitting-set algorithm. We can construct a directed acyclic graph, called a history dag and denoted by $\mathbb{H}$, whose nodes are the trapezoids constructed by the algorithm (in the first or the second stage). There is an edge $\left(\tau^{\prime}, \tau\right)$ in $\mathbb{H}$ if $\tau$ is created by destroying $\tau^{\prime}$. It is well known that the out-degree of each node is $O(1)$ and that the expected length of any path is $O(\log r)$ [37]. Let $X$ be a set of $m$ points in $\mathbb{R}^{2}$. By tracing a path through $\mathbb{H}$, we can compute the cell of $\Xi$ containing a point $p \in X$ if such a cell exists. We can thus locate all points of $X$ in $\Xi$ in expected time $O(m \log r)$. Esther: It was $O(m \log n)$ by mistake (?) Let $\Xi^{*} \subseteq \Xi$ be the set of nonempty cells, which contain at least one point of $X$. Again, by using the history dag $\mathbb{H}$, we can compute the regions of $\mathcal{R}$ that contain at least one cell of $\Xi^{*}$. We thus obtain the following:

Corollary 2.2. Let $R$ and $\Xi$ be as defined above, and let $X$ be a set of $m$ points in $\mathbb{R}^{2}$. We can compute in $O(m \log r+$

[^3]$\left.\left(n \log ^{2} r+l r\right) \varphi(n / l)\right)$ expected time: (i) $X \cap \tau$ for each $\tau \in \Xi$, and (ii) the subset of regions of $\mathcal{R}$ that contain at least one nonempty cell of $\Xi$.

Esther: The bound in the corollary was $\varphi(r)$ instead of $\varphi(n / l)$. I fixed that.

## Esther: Pankaj, please check the revised par below.

Finally, by using the above shallow-cutting algorithm and Corollary 2.2 , we can compute a value $\delta$ such that the maximum depth of any point in $X$ is at most $2 \delta$. This is done by applying a decreasing exponential search on $\delta$, while beginning with $\delta=n / 2$, and choosing $l=\delta, r=n / l$. At each step of the search, we construct a shallow cutting $\Xi$, with the above parameters and use the history dag to track the depth of each point in $X$. More specifically, for each nonempty cell $\tau \in \Xi^{*}$, we maintain the number of regions $N_{\tau}$ that contain $\tau$ (that is, its depth with respect to the regions in $\left.\mathcal{R} \backslash \mathcal{R}_{\tau}\right)$. We terminate the search when $N_{\tau^{0}} \geq n_{\tau^{0}}$ (recall that $n_{\tau}$ is the size of the conflict list of $\tau$ ), where $\tau^{0}$ is the cell of $\Xi^{*}$ with the largest value $N_{\tau}$, over all cells in $\Xi^{*}$. Clearly, this implies that the actual largest depth is approximated within a factor of 2. A closer inspection of the algorithm presented above shows that we need not reconstruct $\Xi$ at each step from scratch. Indeed, since the algorithm for the first sampling stage is incremental, we can update $\Xi$ by inserting (in a random order) the remaining regions and updating $\Xi$ using the conflict lists in a similar manner as above. It is only the second sampling stage which has to be applied from scratch at each step of the search. Nevertheless, since the running time of that stage is only $O((n+l r) \varphi(n / l))$, which is bounded by $O(n \varphi(n / l))$ for our choice of $l, r$, and the overall number of steps of the search is $O(\log (n / \delta))$, this is subsummed by the time bound for the first sampling stage, as is easily verified (see once again the bound in (2)). In addition, when we begin a new step of the search, we need to eliminate all cells (generated at previous steps) that are no longer active. This is because the level $l$ decreases by a half. Recall that the overall number of cells generated at each step is $O(q r \varphi(r / q))$, which is bounded by $O(r \varphi(r))=O(n / l \varphi(n / l))$ for our choice of $r$, and since we double $r$ at each step, the overall running time to test these cells is proportional to the number of these cells obtained at the last iteration of the algorithm. We thus conclude the following:

Corollary 2.3. Let $\mathcal{R}$ be a set of $n$ well-behaved planar regions, let $X$ be a set of $m$ points in $\mathbb{R}^{2}$, and let $\delta^{*}=$ $\max _{p \in X} \Delta(p, \mathcal{R})$. We can compute a value $\delta \in\left[\delta^{*} / 2, \delta^{*}\right]$, in expected time $O\left(m \log \left(n / \delta^{*}\right)+n \varphi\left(n / \delta^{*}\right) \log ^{2}\left(n / \delta^{*}\right)\right)$.

## 3. WELL-BEHAVED REGIONS

In this section we describe our hitting-set algorithm for a set $\mathcal{R}=\left\{R_{1}, \ldots, R_{n}\right\}$ of $n$ well behaved regions in $\mathbb{R}^{2}$. We first consider the discrete model in which the hitting points are to be taken from a finite set $X \subset \mathbb{R}^{2}$ of size $m$, and then consider the continuous model in which $X=\mathbb{R}^{2}$.
The discrete model. The algorithm works in stages. At the beginning of the $i$ th stage, we have subsets $\mathcal{R}_{i} \subseteq \mathcal{R}$, $X_{i} \subseteq X$, and a hitting set $H_{i-1}=X \backslash X_{i}$ for $\mathcal{R} \backslash \mathcal{R}_{i}$. Set $n_{i}=\left|\mathcal{R}_{i}\right|$ and $m_{i}=\left|X_{i}\right|$. Initially, $\mathcal{R}_{1}=\mathcal{R}, X_{1}=X$, and $H_{0}=\emptyset$. The algorithm terminates when $\mathcal{R}_{i}=\emptyset$ or $X_{i}=\emptyset$. The $i$ th stage consists of the following steps:

Set $l_{i}=\max _{p \in X_{i}} \Delta\left(p, \mathcal{R}_{i}\right)$. By Corollary 2.3, we can compute, in $O\left(m_{i} \log \left(n_{i} / l_{i}\right)+n_{i} \varphi\left(n_{i} / l_{i}\right) \log ^{2}\left(n_{i} / l_{i}\right)\right)$ expected time, an integer $h_{i} \in\left[l_{i} / 2, l_{i}\right]$. Put $r_{i}:=\max \left\{n_{i}, c n_{i} / h_{i}\right\}$, for some constant $c>4$. Using Lemma 2.1, we construct a $\left(1 / r_{i}\right)$-cutting $\Xi_{i}$ of $\mathcal{A}_{\leq 2 h_{i}}\left(\mathcal{R}_{i}\right)$ of size $O\left(r_{i} \varphi\left(r_{i}\right)\right)$. Note that if $h_{i} \leq c$, we can simply take $\Xi_{i}$ to be the vertical decomposition $\mathcal{A}^{\prime \prime}\left(\mathcal{R}_{i}\right)$ of $\mathcal{A}\left(\mathcal{R}_{i}\right)$. Since each point of $X_{i}$ has depth at most $l_{i} \leq 2 h_{i}$ and $\Xi_{i}$ covers $\mathcal{A}_{\leq 2 h_{i}}\left(\mathcal{R}_{i}\right)$, each of these points lies in some cell of $\Xi_{i}$. For each cell $\tau \in \Xi_{i}$, let $X_{i}^{(\tau)}=X_{i} \cap \tau$, and let $\Xi_{i}^{*} \subseteq \Xi_{i}$ denote the subset of cells $\tau$ for which $X_{i}^{(\tau)} \neq \emptyset$. For each $\tau \in \Xi_{i}^{*}$, we choose an arbitrary point $p_{\tau}$ of $X_{i}^{(\tau)}$. Let $\bar{H}_{i}$ denote the set of chosen points; $\left|\bar{H}_{i}\right|=O\left(r_{i} \varphi\left(r_{i}\right)\right)=O\left(\left(n_{i} / l_{i}\right) \varphi\left(n_{i} / l_{i}\right)\right)$. By Corollary 2.2, $\bar{H}_{i}$ can be computed (along with $\Xi_{i}^{*}$ ) in $O\left(m_{i} \log \left(n_{i} / l_{i}\right)+n_{i} \varphi\left(n_{i} / l_{i}\right) \log ^{2}\left(n_{i} / l_{i}\right)\right)$ time. Set $H_{i}=$ $H_{i-1} \cup \bar{H}_{i}$ and $X_{i+1}=X_{i} \backslash \bar{H}_{i}$.

Using Corollary 2.2, we also compute the set $\mathcal{G}_{i} \subseteq \mathcal{R}_{i}$ of regions that fully contain a cell of $\Xi_{i}^{*}$, and then augment it by scanning the conflict lists $\mathcal{R}_{\tau}$, for each cell $\tau \in \Xi_{i}^{*}$ (recall that each such list consists of those regions whose boundaries cross $\tau$ ), and by adding a region $R \in \mathcal{R}_{\tau}$ to $\mathcal{G}_{i}$ if $p_{\tau} \in R$. It is clear that $\bar{H}_{i}$ is a hitting set for the augmented $\mathcal{G}_{i}$, so we set $\mathcal{R}_{i+1}=\mathcal{R}_{i} \backslash \mathcal{G}_{i}$. Note that no region of $\mathcal{R}_{i+1}$ contains a point of $\bar{H}_{i}$. Putting everything together, the expected running time of the $i$ th stage is $O\left(m_{i} \log \left(n_{i} / l_{i}\right)+\right.$ $\left.n_{i} \varphi\left(n_{i} / l_{i}\right) \log ^{2}\left(n_{i} / l_{i}\right)\right)$. As mentioned above, the algorithm terminates when $X_{i}=\emptyset$ or $\mathcal{R}_{i}=\emptyset$. Suppose the algorithm terminates after $k$ steps. If $\mathcal{R}_{k+1}=\emptyset$, we return $H=H_{k}$ as the hitting set for $\mathcal{R}$. If $X_{k+1}=\emptyset$ and $\mathcal{R}_{k+1} \neq \emptyset$, then we conclude that no point of $X$ lies inside any region of $\mathcal{R}_{k+1}$, and thus a hitting set for $(X, \mathcal{R})$ does not exist. The next two lemmas bound the value of $k$ and the size of $H$.

Lemma 3.1. The algorithm terminates within at most $\left\lceil\log _{2} n\right\rceil$ stages.

Proof. We claim that for any $j>1, l_{j} \leq l_{j-1} / 2$, which will prove the lemma, since $l_{1} \leq n$. Indeed, let $p \in X_{j}$ be a point of the maximum depth $l_{j}$ with respect to $\mathcal{R}_{j}$. By construction, $p$ lies in a cell $\tau \in \Xi_{j-1}$, which must contain another point $q \neq p$ that was chosen for $\bar{H}_{j-1}$ (one such point was chosen, and it could not have been $p$, for then $p$ would have belonged to $\bar{H}_{j-1}$ and not included in $X_{j}$ ). At the $(j-1)$ th stage, we eliminate all the regions of $\mathcal{R}_{j-1}$ that contain $q$. Hence, if $p$ lies in a region $R \in \mathcal{R}_{j}$, then $q \notin R$. Since both of $p, q$ lie in $\tau$, the boundary of $R$ intersects $\tau$ and thus $R \in \mathcal{R}_{\tau}$. Since $\Xi_{j-1}$ is a $\left(1 / r_{j-1}\right)$-cutting, there are at most $n_{j-1} / r_{j-1} \leq h_{j-1} / c \leq l_{j-1} / 2$ such regions, therefore $\Delta\left(p, \mathcal{R}_{j}\right) \leq l_{j-1} / 2$, as claimed.

## Lemma 3.2. $|H|=O(\kappa \varphi(\kappa) \log n)$.

Proof. Let $\kappa_{j}$ be the size of the smallest subset of $X_{j}$ that meets all regions of $\mathcal{R}_{j}$. Observe that $\kappa_{j} \geq n_{j} / l_{j} \geq$ $r_{j} /(2 c)$, since each point of $X_{j}$ can intersect at most $l_{j} \leq 2 h_{j}$ elements of $\mathcal{R}_{j}$. Since $\left|\bar{H}_{j}\right| \leq\left|\Xi_{j}\right|=O\left(r_{j} \varphi\left(r_{j}\right)\right)$, we obtain $\left|\bar{H}_{j}\right|=O\left(\kappa_{j} \varphi\left(\kappa_{j}\right)\right)$. Next, we claim that $\kappa_{j} \leq \kappa$. This follows from the observation that if $H^{*}$ is an optimal hitting set for $\mathcal{R}$ (of size $\kappa$ ), then $H^{*} \backslash H_{j-1}$ is a hitting set for $\mathcal{R}_{j}$, for the simple reason that, by construction, no point in $H_{j-1}$ intersects any region of $\mathcal{R}_{j}$. Hence, $\left|\bar{H}_{j}\right|=O(\kappa \varphi(\kappa))$, implying that $|H|=O(\kappa \varphi(\kappa) \log n)$.

Putting everything together, we obtain the following:

Theorem 3.3. Let $\mathcal{R}$ be a set of $n$ regions of constant description complexity in $\mathbb{R}^{2}$ such that the union complexity of any $r$ of them is $O(r \varphi(r))$, and let $X$ be a set of $m$ points in $\mathbb{R}^{2}$. A hitting set for $(X, \mathcal{R})$ of size $O(\kappa \varphi(\kappa) \log n)$, where $\kappa=\kappa(X, \mathcal{R})$, can be computed in randomized expected time $O\left(\left(m \log \kappa+n \varphi(\kappa) \log ^{2} \kappa\right) \log n\right)$.

The continuous model. In the continuous model, the points in the hitting set can be chosen anywhere in the plane, i.e., $X=\mathbb{R}^{2}$. The following simplified version of the previous algorithm and its analysis apply to this case.

The $i$ th stage now proceeds as follows. We have a set $\mathcal{R}_{i}$ of regions, and a hitting set $H_{i-1}$ for $\mathcal{R} \backslash \mathcal{R}_{i}$. We set $l_{i}=\max _{p \in \mathbb{R}^{2}} \Delta\left(p, \mathcal{R}_{i}\right)$, compute a value $h_{i} \in\left[l_{i} / 2, l_{i}\right]$, and set $r_{i}=c n_{i} / h_{i}$, with the same choice of $c$ as above. We then construct a $\left(1 / r_{i}\right)$-cutting $\Xi_{i}$ of the entire $\mathcal{A}\left(\mathcal{R}_{i}\right)$ (which is simpler to do than to construct a shallow cutting). The size of $\Xi_{i}$ is, as above, $O\left(r_{i} \varphi\left(r_{i}\right)\right)$. We choose a point in each cell of $\Xi_{i}$, and let $\bar{H}_{i}$ be the set of chosen points. We remove the regions that contain one of the points in $\bar{H}_{i}$, as above, put $H_{i}=H_{i-1} \cup \bar{H}_{i}$, and set $\mathcal{R}_{i+1}$ to be the set of regions of $\mathcal{R}_{i}$ that have not yet been hit. We note that this algorithm is significantly simpler than that of the discrete case, since in the latter we need to compute a shallow cutting, locate the points of $X_{i}$ in $\Xi_{i}$, and distinguish between empty and nonempty cells of $\Xi_{i}$, which is the major reason for constructing a shallow cutting, instead of just a "standard" one (that is, with respect to the entire arrangement $\mathcal{A}(\mathcal{R})$ ).

Following the same analysis as above, we can argue that $\left|\bar{H}_{i}\right|=O(\kappa \varphi(\kappa))$ for each $i$, and that the algorithm terminates in $O(\log n)$ stages. Hence, we obtain the following:

Theorem 3.4. Let $\mathcal{R}$ be a set of $n$ regions of constant description complexity in $\mathbb{R}^{2}$ such that the union complexity of any $r$ of them is $O(r \varphi(r))$. A hitting set for $\left(\mathbb{R}^{2}, \mathcal{R}\right)$ of size $O(\kappa \varphi(\kappa) \log n)$, where $\kappa=\kappa\left(\mathbb{R}^{2}, \mathcal{R}\right)$, can be computed in $O\left(n \varphi(\kappa) \log ^{2} \kappa \log n\right)$ randomized expected time.

## 4. NEAR-LINEAR ALGORITHM FOR AXISPARALLEL RECTANGLES

We now present a near-linear algorithm for computing a hitting set for a collection of axis-parallel rectangles. As in Section 3, we first describe the algorithm for the discrete model and then for the continuous model.
The discrete model. Let $\mathcal{R}=\left\{R_{1}, \ldots, R_{n}\right\}$ be a set of $n$ axis-parallel rectangles in $\mathbb{R}^{2}$, and let $X$ be a set of $m$ points in $\mathbb{R}^{2}$. We follow the same iterative approach as in Section 3, which works in $\left\lceil\log _{2} n\right\rceil$ stages, but each stage is implemented differently. At the beginning of the $i$ th stage, we have a subset $\mathcal{R}_{i} \subseteq \mathcal{R}$, a subset $X_{i} \subseteq X$, and a hitting set $H_{i-1}=X \backslash X_{i}$, for $\mathcal{R} \backslash \mathcal{R}_{i}$; we set $n_{i}=\left|\mathcal{R}_{i}\right|, m_{i}=\left|X_{i}\right|$. Initially, $\mathcal{R}_{1}=\mathcal{R}, X_{1}=X$, and $H_{0}=\emptyset$. The algorithm terminates when $X_{i}=\emptyset$ or $\mathcal{R}_{i}=\emptyset$. The $i$ th stage proceeds as follow.

Let $l_{i}=\max _{p \in X_{i}} \Delta\left(p, \mathcal{R}_{i}\right)$. By a sweep-line algorithm, $l_{i}$ can be computed in $O\left(\left(m_{i}+n_{i}\right) \log n_{i}\right)$ time [21]. Next, we sweep $\mathcal{R}_{i}$ and $X_{i}$ from left to right by a vertical line $L$. We maintain the intersection of $L$ with the rectangles of $\mathcal{R}_{i}$, a set of intervals, in a segment tree. When $L$ reaches a point $p \in X_{i}$, we compute in $O\left(\log n_{i}\right)$ time, $\delta_{p}$, the number of rectangles (currently) in $\mathcal{R}_{i}$ that contain $p$. If $\delta_{p} \geq l_{i} / 2$, we add $p$ to $\bar{H}_{i}$, delete the set $G_{p}$ of rectangles of $\mathcal{R}_{i}$ that
contain $p$ from $\mathcal{R}_{i}$, and update the segment tree. Note that once a rectangle of $\mathcal{R}_{i}$ is deleted, it does not contribute to the depth of subsequent points of $X_{i}$. Let $G_{i}=\cup_{p \in \bar{H}_{i}} G_{p}$, $\mathcal{R}_{i+1}=\mathcal{R}_{i} \backslash G_{i}$ (the set of remaining rectangles), $X_{i+1}=$ $X_{i} \backslash \bar{H}_{i}$, and $H_{i}=H_{i-1} \cup \bar{H}_{i}$. By construction, $\bar{H}_{i}$ is a hitting set for $G_{i}$. Moreover, $G_{p} \cap G_{q}=\emptyset$, for $p \neq q \in \bar{H}_{i}$, and $\left|G_{p}\right|,\left|G_{q}\right| \geq l_{i} / 2$. Following the same argument as in Section 3, we can conclude that $\bar{H}_{i} \leq 2 \kappa$, and $l_{i+1} \leq l_{i} / 2$.

If $\mathcal{R}_{i+1}=\emptyset$, we return $H_{i}$ as the hitting set of $(\bar{X}, \mathcal{R})$. If $\mathcal{R}_{i+1} \neq \emptyset$ and $X_{i+1}=\emptyset$, we conclude that a hitting set does not exist for $(X, \mathcal{R})$ and we stop. Since the $i$ th stage takes $O\left(\left(m_{i}+n_{i}\right) \log n_{i}\right)$ time, we conclude the following:

Theorem 4.1. Given a set $\mathcal{R}$ of $n$ axis-parallel rectangles in $\mathbb{R}^{2}$ and a set $X \subset \mathbb{R}^{2}$ of $m$ points, a hitting set for $(X, \mathcal{R})$ of size $O(\kappa \log n)$ can be computed in $O\left((m+n) \log ^{2} n\right)$ time, where $\kappa=\kappa(X, R)$.

The continuous model. The algorithm for the discrete case can be extended to the continuous case as well, yielding an $O(\log n)$ approximation factor within a similar time bound. However, we describe a different algorithm that not only yields an approximation factor of $O(\log \kappa)$ but also extends to higher dimensions.

We construct an interval tree $\mathcal{T}$ over $\mathcal{R}$, as follows. Let $\mathcal{J}$ be the set of the $x$-projections of the rectangles in $\mathcal{R} ; \mathcal{J}$ is a set of $n$ intervals in $\mathbb{R}$. Using a greedy algorithm [18], we compute in $O(n \log n)$ time an optimal hitting set $Q \subset \mathbb{R}$ for $\mathcal{J}$. Let $L$ be the set of vertical lines $x=q$, for $q \in Q$. The lines of $L$ intersect all rectangles in $\mathcal{R}$. Since $\mathcal{R}$ has a hitting set of size $\kappa$, we have $k:=|L|=|Q| \leq \kappa$.

The lines in $L$ partition the plane into $k+1$ "atomic" slabs. We construct a balanced binary tree $\mathcal{T}$ over these slabs. Each node $v$ of $\mathcal{T}$ is associated with a slab $\sigma_{v}$. Specifically, the $i$ th leaf of $\mathcal{T}$ is associated with the $i$ th leftmost atomic slab. If $v$ is an interior node of $\mathcal{T}$ with children $w$ and $z$, then $\sigma_{v}=\sigma_{w} \cup \sigma_{z}$. Let $\ell_{v} \in L$ be the common boundary of $\sigma_{w}$ and $\sigma_{z}$. A rectangle $R \in \mathcal{R}$ is stored at the highest node $v$ of $\mathcal{T}$ for which $\ell_{v}$ intersects $R$. Since each rectangle in $\mathcal{R}$ intersects at least one line in $L$, it is associated with a unique interior node of $\mathcal{T}$. Let $\mathcal{R}_{v} \subseteq \mathcal{R}$ be the set of rectangles stored at $v$, and put $n_{v}:=\left|\mathcal{R}_{v}\right|$. For $i \leq \log _{2}(k+1)$, let $V^{(i)}$ be the set of nodes of $\mathcal{T}$ whose level is $i$. Set $\mathcal{R}^{(i)}=\bigcup_{v \in V^{(i)}} \mathcal{R}_{v}$. The time to construct these subsets is clearly $O(n \log \kappa)$. See Figure 2 for an illustration.

For a node $v$, let $\mathcal{J}_{v}=\left\{R \cap \ell_{v} \mid R \in \mathcal{R}_{v}\right\}$. Since we can use any point in $\mathbb{R}^{2}$ to hit the rectangles of $\mathcal{R}_{v}$, we observe that there exists an optimal hitting set $H_{v}$ for $\mathcal{R}_{v}$ in which every point lies on the line $\ell_{v} . H_{v}$ is also a hitting set for $\mathcal{J}_{v}$, so it suffices to compute a hitting set for $\mathcal{J}_{v}$. As above, we can construct an optimal hitting set $H_{v}$ for $\mathcal{J}_{v}$ (i.e., for $\left.\mathcal{R}_{v}\right)$ in $O\left(n_{v} \log n_{v}\right)$ time, using a greedy algorithm [18]; set $\kappa_{v}=\left|H_{v}\right|$. By construction, for any two nodes $v$ and $w$ at the same level of $\mathcal{T}, \mathcal{R}_{v}$ and $\mathcal{R}_{w}$ are pairwise disjoint, so their respective hitting sets are also disjoint. Consequently, $\sum_{v \in V^{(i)}} \kappa_{v} \leq \kappa$. Hence, $H=\bigcup_{v \in \mathcal{T}} H_{v}$ is a hitting set for $\mathcal{R}$ of size $O(\kappa \log \kappa)$.

This algorithm can be extended to $d$-rectangles in any dimension $d$, using induction on $d$, while paying a $\log \kappa$ factor in the size of the hitting set and a $\log n$ factor in the running time at each inductive step. Omitting the straightforward details, we obtain:


Figure 2. The binary tree construction with two atomic slabs associated with the nodes $w, z$, whose parent node is $v$. The lightly-shaded rectangles are stored at the leaf nodes $w, z$, whereas the black rectangles are stored at $v$.

TheOrem 4.2. Given a set $\mathcal{R}$ of $n$ axis-parallel d-rectangles in $\mathbb{R}^{d}$, a hitting set for $\left(\mathbb{R}^{d}, \mathcal{R}\right)$ of size $O\left(\kappa \log ^{d-1} \kappa\right)$ can be computed in $O\left(n \log ^{d-1} n\right)$ time, where $\kappa=\kappa\left(\mathbb{R}^{d}, \mathcal{R}\right)$.

## 5. ITERATIVE REWEIGHTED SAMPLING SCHEME

We now describe a faster implementation of the iterative reweighted scheme of Brönnimann and Goodrich and of Clarkson $[12,15]$ to compute a hitting set for $(X, \mathcal{R})$, where $X$ is a set of $m$ points and $\mathcal{R}$ is a set of $n$ axis-parallel $d$-rectangles in $\mathbb{R}^{d}$. The size of the hitting set is $O(\kappa \log \kappa)$, and the running time is $O\left(\left(m+n+\kappa^{d+1}\right) \operatorname{polylog}(m n)\right)$. The size can be improved to $O(\kappa \log \log \kappa)$, for $d=2,3$, using the recent result of Aronov et al. [10]. For simplicity, we only describe the algorithms for $d=2$.

We first briefly recall this general technique. We are given a range space $(X, \mathcal{R})$, and the goal is to find a small subset $H \subseteq X$ that intersects every range of $\mathcal{R}$. Suppose we know (or guess) the value of $\kappa$. The algorithm works in phases, and it maintains a weight function $\omega: X \rightarrow \mathbb{Z}$. Initially, $\omega(p)=1$ for each $p \in X$. In each phase, the algorithm performs two main steps. It first constructs a $(1 / 2 \kappa)$-net $N \subseteq X$ of the weighted range space $(X, \mathcal{R})$. Next, it determines whether $N$ is a hitting set for $\mathcal{R}$. If the answer is YES, the algorithms returns $N$ and stops. Otherwise, the algorithm finds a witness range $R$ that does not intersect $N$; note that $\omega(R) \leq \omega(X) / 2 \kappa$. The algorithm then doubles the weight of each point in $X \cap R$, and repeats the above two steps. The analysis of $[12,15]$ shows that the algorithm terminates within $g(\kappa):=O(\kappa \log (n / \kappa))$ rounds. Since we do not know the value of $\kappa$, we conduct an exponential search for $\kappa$. If the algorithm does not stop within $g(\kappa)$ phases for the current guess of $\kappa$, we double the value of $\kappa$ and restart.

Let $\mathcal{W}$ be the set of "witness" ranges identified by the algorithm in the current phase. The technique needs the following two procedures:

Verifier. Given a subset $H \subseteq X$, the procedure returns YES if $H$ is indeed a hitting set for $\mathcal{R}$, or else returns a witness range $R \in \mathcal{R}$ that does not intersect $H$.


Figure 3. The transformation for the one-dimensional problem. Mapping an interval $\left[\alpha^{-}, \alpha^{+}\right]$to the point $\left(\alpha^{-}, \alpha^{+}\right)$, and a point $a \in \mathbb{R}$ to the quadrant $[-\infty, a] \times[a, \infty]$.
$\varepsilon$-Net Generator. This procedure maintains a subset $\mathcal{W} \subset$ $\mathcal{R}$ of "witness" ranges. The weight $\omega(p)$ of a point $p$ in $X$ is $2^{w_{p}}$, where $w_{p}$ is the number of ranges in $\mathcal{W}$ that contain $p$. The procedure supports two operations: (i) insert a range into $\mathcal{W}$, and (ii) given a parameter $\varepsilon>0$, return an $\varepsilon$-net $N$ for the weighted range space $(X, \mathcal{R}, \omega)$, i.e., a subset $N$ of $X$ such that, for any range $R \in \mathcal{R}$ with $\omega(R) \geq \varepsilon \omega(X), R \cap N \neq \emptyset$.

If we implement the verifier and the $\varepsilon$-net generator in a brute-force manner, each phase of the algorithm can be implemented in $O((m+n) \kappa \log n)$ time, since $|\mathcal{W}|=O(\kappa \log n)$ and $|N|=O(\kappa \log \kappa)$. We show that in our setting, where $X$ is a set of $m$ points and $\mathcal{R}$ is a set of $n$ axis-parallel rectangles in $\mathbb{R}^{2}$, we can preprocess $X$ and $\mathcal{R}$ in $O((m+$ $n)$ polylog $(m n))$ time so that each phase can be implemented in $O\left(\kappa^{2} \operatorname{polylog}(m n)\right)$ time, which is considerably faster than a naive implementation for small values of $\kappa$.
The verifier. We wish to preprocess a set $\mathcal{R}=\left\{R_{1}, \ldots, R_{n}\right\}$ of $n$ axis-parallel rectangles in $\mathbb{R}^{2}$ into a data structure, so that we can determine whether a set $H$ of points is a hitting set for $\mathcal{R}$. Suppose $R_{i}=\left[\alpha_{i}^{-}, \alpha_{i}^{+}\right] \times\left[\beta_{i}^{-}, \beta_{i}^{+}\right]$. We $\operatorname{map} R_{i}$ to a point $\pi_{i}=\left(\alpha_{i}^{-}, \alpha_{i}^{+}, \beta_{i}^{-}, \beta_{i}^{+}\right) \in \mathbb{R}^{4}$, and put $\Pi=\left\{\pi_{i} \mid 1 \leq i \leq n\right\}$. We preprocess $\Pi$ in $O\left(n \log ^{3} n\right)$ time into a 4-dimensional range-searching data structure [1] so that for a query axis-parallel box $B \subseteq \mathbb{R}^{4}$, we can determine in $O\left(\log ^{2} n\right)$ time whether $B \cap \Pi \neq \emptyset$. If so, then it also returns a point of $\Pi \cap B$.

A point $p=(a, b) \in \mathbb{R}^{2}$ intersects a rectangle $R_{i} \in \mathcal{R}$ if $\alpha_{i}^{-} \leq a \leq \alpha_{i}^{+}$and $\beta_{i}^{-} \leq b \leq \beta_{i}^{+}$, i.e., the point $\pi_{i}$ lies in the orthant $O_{p}=[-\infty, a] \times[a, \infty] \times[-\infty, b] \times[b, \infty]$; see Figure 3 for a 1 D illustration. Let $K_{H}=\mathbb{R}^{2} \backslash \bigcup_{p \in H} O_{p}$. Hence $H$ is a hitting set for $\mathcal{R}$ if and only if $\Pi \subset \bigcup_{p \in H}^{p \in H} O_{p}$, i.e., $K_{H} \cap \Pi=\emptyset$. Put $h:=|H|$. Using a simple variant of the algorithm by Kaplan et al. [31], we decompose $K_{H}$ in time $O\left(h^{2} \log ^{2} h\right)$ into a family $\mathcal{B}$ of $O\left(h^{2}\right)$ disjoint boxes. We query the range-searching data structure on $\Pi$ with each box $B \in \mathcal{B}$ and determine, in $O\left(\log ^{2} n\right)$ time, whether $B \cap \Pi=\emptyset$. If the answer is yes for all boxes, we conclude that $H$ is a hitting set for $\mathcal{R}$. Otherwise, there is a box $B \in \mathcal{B}$ for which the query procedure returns a point $\pi_{j} \in B$. We return the rectangle $R_{j}$ as the witness rectangle that is not hit by $H$. We have thus shown:

Lemma 5.1. $\mathcal{R}$ can be preprocessed in time $O\left(n \log ^{3} n\right)$ into a data structure so that we can determine in $O\left(h^{2} \log ^{2} n\right)$ time whether a set $H$ of $h$ points is a hitting set of $\mathcal{R}$.

The $\varepsilon$-net generator. Let $\mathcal{W}$ be the set of "witness" rect-


Figure 4. (a) An illustration of the arrangement of the lines passing through the rectangle edges. (b) An insertion of a new rectangle $R$ (depicted in the figure by the lightly-shaded rectangle) into the arrangement. As a result the weight of each point inside $R$ is doubled.
angles maintained by the procedure, and let $s=|\mathcal{W}|$; recall that $s=O(\kappa \log (n / \kappa))$. Let $\Gamma$ be the set of $4 s$ lines that support the edges of the rectangles in $\mathcal{W}$. We maintain the arrangement $\mathcal{A}(\Gamma)$. For each cell $\tau \in \mathcal{A}(\Gamma)$, which is a rectangle, let $X_{\tau}=X \cap \tau$, and let $w_{\tau}$ be the number of rectangles in $W$ that contain $\tau$. The weight $\omega(p)$ of each point $p \in X_{\tau}$ is $2^{w_{\tau}}$. Set $\omega(\tau)=\omega\left(X_{\tau}\right)=2^{w_{\tau}}\left|X_{\tau}\right|$, and $\Omega=\omega(X)=\sum_{\tau} \omega(\tau)$. For each cell $\tau \in \mathcal{A}(\Gamma)$, we maintain two copies of $X_{\tau}$, one sorted by the $x$-coordinates and the other by the $y$-coordinates, and the quantities $w_{\tau}, \omega(\tau)$. When a new rectangle $R$ is inserted into $\mathcal{W}$, we add the set $\Gamma_{R}$ of the four lines supporting the edges of $R$ to $\Gamma$, and split each of the cells of $\mathcal{A}(\Gamma)$ that intersect a line of $\Gamma_{R}$, to obtain $\mathcal{A}\left(\Gamma \cup \Gamma_{R}\right)$. If a cell $\tau$ is split into two subcells $\tau^{-}$and $\tau^{+}$, we first set $w_{\tau^{-}}=w_{\tau^{+}}=w_{\tau}$. Next, we split $X_{\tau}$ into the respective subsets $X_{\tau^{-}}$and $X_{\tau^{+}}$. This can be accomplished in $O\left(\min \left\{\left|X_{\tau^{-}}\right|,\left|X_{\tau^{+}}\right|\right\}\right)$time, using standard techniques. (A cell may be split into more than just two subcells, a situation which we handle in much the same way.) Finally, we increment the value of $w_{\tau}$ for all those cells that lie inside $R$ and update the values of $\omega(\tau)$ for each cell. Updating the arrangement and the weights of all the cells take $O\left(s^{2}\right)$ time. The total time spent in splitting the point sets over all insertions is $O(m \log m)$, which we can charge to preprocessing. Hence, the amortized time spent in inserting a rectangle is $O\left(s^{2}\right)$. See Figure 4.

Given a parameter $\varepsilon$, we compute an $\varepsilon$-net of $(X, \mathcal{R})$ by choosing a random subset $N \subseteq X$ of size $O((1 / \varepsilon) \log (1 / \varepsilon))$, where each point of $X$ is chosen with probability proportional to its weight. In order to choose a point of $X$ randomly, we first randomly choose a cell $\tau \in \mathcal{A}(\Gamma)$ with probability $\omega(\tau) / \Omega$, and then choose a point of $X_{\tau}$ uniformly. After $O\left(s^{2}\right)$ preprocessing, a random cell of $\mathcal{A}(\Gamma)$ can be chosen in $O(\log s)$ time; see e.g. [36]. Hence, we can compute $N$ in randomized expected time $O\left(s^{2}+(1 / \varepsilon) \log (1 / \varepsilon) \log s\right)$. We have thus shown:

Lemma 5.2. We can maintain $\mathcal{W}$ and $X$ into a data structure so that after $O(m \log m)$ preprocessing, a rectangle can be inserted into $\mathcal{W}$ in $O\left(s^{2}\right)$ time, and an $\varepsilon$-net of $(W, \mathcal{R}, \omega)$ of size $O(1 / \varepsilon \log (1 / \varepsilon))$ can be constructed in randomized expected time $O\left(s^{2}+(1 / \varepsilon) \log (1 / \varepsilon) \log s\right)$.

An improved $\varepsilon$-net generator for $d=2,3$.
We now describe how we can adapt the recent construction by Aronov et al. [10] to construct an $\varepsilon$-net of $(X, \mathcal{R}, \omega)$ of size $O(1 / \varepsilon \log \log (1 / \varepsilon))$ for $d=2,3$. This requires building a more sophisticated data structure on $\mathcal{W}$ and $X$. In partic-


Figure 5. An anchored maximal $S$-empty rectangle.
ular, we build a data structure that supports the following four operations:
(i) Insert (R): Insert a new rectangle $R$ into $\mathcal{W}$.
(ii) $\mathrm{WT}(\mathrm{R}):$ Return $\omega(R \cap X)$.
(iii) Rank(w): The rank of a point $p \in X$ is the sum of the weights of the points lying to the left of $p$. Return the leftmost point whose rank is at least $w$.
(iv) Random $(\mathrm{t}, \mathrm{R})$ : Return $t$ random points from $R \cap X$; each point is chosen with probability $\omega(p) / \omega(X)$.
Each of the first three operations takes $O(s$ polylog $(m s))$ time, and the last operation takes $O((s+t) \operatorname{polylog}(m s))$ time. Before describing the data structure we describe how the construction by Aronov et al. [10] can be implemented quickly. Set $r=(c / \varepsilon) \log \log (1 / \varepsilon)$, where $c \geq 1$ is a sufficiently large constant.
I. Choose a random subset $S \subseteq X$, where each point $p$ of $X$ is chosen with probability $\omega(p) / \omega(X)$. The expected size of $S$ is $r$. Esther: Isn't it $r \omega(p) / \omega(X)$ ?
II. Divide the plane into a set $\Sigma$ of $r$ slabs by drawing $r-1$ vertical lines so that the weight of the points lying in each slab is at most $\lceil\omega(X) / r\rceil$.
III. Build a binary tree $\mathcal{T}$ with $r$ leaves. Each node $v \in \mathcal{T}$ is associated with a slab $\sigma_{v}$. The $i$ th most leaf of $\mathcal{T}$ is associated with the $i$ th leftmost slab of $\Sigma$. For an interior node $v$ with children $w$ and $z, \sigma_{v}=\sigma_{w} \cup \sigma_{z}$. Set $S_{v}=S \cap \sigma_{v}$. We call a rectangle $M$ anchored (with respect to $v$ ) if one of the edges of $M$ lies on the common boundary line $\sigma_{v} \cap \sigma_{u}$, where $u$ is the sibling of $v$. We construct the set $\mathcal{M}_{v}$ of maximal anchored rectangles that do not contain any point of $S_{v}$ in their interior, i.e., an anchored rectangle $M \in \mathcal{M}_{v}$ if $\operatorname{int}(M) \cap S_{v}=\emptyset$ and there is no anchored rectangle $M^{\prime} \supset M$ such that $\operatorname{int}\left(M^{\prime}\right) \cap S_{v}=\emptyset$. See Figure 5 for an illustration. Aronov et al. [10] showed that $\left|\mathcal{M}_{v}\right|=O\left(\left|S_{v}\right|\right)$ and that $\mathcal{M}_{v}$ can be computed in $O\left(\left|S_{v}\right| \log \left|S_{v}\right|\right)$ time. Set $\mathcal{M}=\bigcup_{v \in \mathcal{T}} \mathcal{M}_{v}$. The expected size of $\mathcal{M}$ is $O(r \log r)$.
IV. For each $M \in \mathcal{M}$, compute $\omega(M \cap X)$. If there exists an integer $t_{M} \geq c \log \log (1 / \varepsilon)$, s.t. $t_{M} \cdot n / r \leq \omega(M \cap$ $X) \leq\left(1+t_{M}\right) \cdot n / r$, then we choose a random subset $S_{M} \subseteq X \cap M$ of $\mu_{M}=O\left(t_{M} \log t_{M}\right)$ points; each point is chosen with probability proportional to its weight. Otherwise $S_{M}=\emptyset$. Esther: Notice that the inequality should be applied with $n / r$ and not with $\varepsilon n$.

## V. Return $N=S \bigcup\left(\bigcup_{M \in \mathcal{M}} S_{M}\right)$.

Aronov et al. [10] proved that $N$ is an $\varepsilon$-net of $(X, \mathcal{R}, \omega)$ and that the expected size of $N$ is $O(r)=O(1 / \varepsilon \log \log (1 / \varepsilon))$. As for the running time, step I can be implemented in $O^{*}(r+$ s) time ${ }^{3}$ by calling Random $\left(r, \mathbb{R}^{2}\right)$. Step II can be implemented in $O^{*}(s r)$ time by calling the procedure $\operatorname{Rank}(\cdot) r-1$ times. Finally, we spend $O^{*}(s)$ time to compute $\omega(X \cap M)$ and another $O^{*}\left(s+\left|S_{M}\right|\right)$ time to construct $S_{M}$. Hence, step IV takes

$$
O^{*}\left(\left(|\mathcal{M}|+\Sigma_{M \in \mathcal{M}}\left|S_{M}\right|\right) s\right)=O^{*}(|N| \cdot s)=O^{*}(s / \varepsilon)
$$

expected time.
We now describe the data structure, an extension of the one for the previous $\varepsilon$-generator, for storing $\mathcal{W}$ and $X$ that supports operations (i)-(iv). More presicely, let $\Gamma^{\prime}$ be the set of the $4 s$ lines supporting the edges of the rectangles in $\mathcal{W}$. We maintain $\mathcal{A}\left(\Gamma^{\prime}\right)$, which is a $(2 s+1) \times(2 s+1)$ grid. When convenient, we will represent a cell of $\mathcal{A}\left(\Gamma^{\prime}\right)$ as $\tau_{i, j}$, for $0 \leq i, j \leq 2 s$. For each cell $\tau \in \mathcal{A}\left(\Gamma^{\prime}\right)$, let $X_{\tau}, w_{\tau}$, and $\omega(\tau)$ be as defined above. In addition, to maintaining these quantities, we also preprocess $X_{\tau}$ into a dynamic range-tree data structure $\psi(\tau)$ so that $\omega\left(X_{\tau} \cap R\right)$, for a query rectangle $R$, can be computed in $O\left(\log ^{2} m\right)$ time. This data structure can also choose a random point of $X_{\tau} \cap R$ in $O(\log m)$ time. For each column $j$ of $\mathcal{A}\left(\Gamma^{\prime}\right)$, we maintain a height-balanced binary tree $C_{j}$ so that, for an interval $[a, b], \sum_{i=a}^{b} \omega\left(\tau_{i, j}\right)$ can be computed in $O(\log n)$ time. Using $C_{j}$, we can also choose a random cell among $\tau_{a, j}, \ldots, \tau_{b, j}$, where each cell is chosen with probability proportional to its weight.

Esther: If $C_{j}$ is a column, shouldn't we flip $i$ and $j$ ? as $i$ ranges over the $x$-coord and not the $y$-coord.

With this data structure at our disposal, each of the four desired operations can be performed as follows.
$\operatorname{Insert}(\mathrm{R})$ : We first update $\mathcal{A}\left(\Gamma^{\prime}\right)$ as earlier. Suppose a cell $\tau$ of $\mathcal{A}\left(\Gamma^{\prime}\right)$ is split into two cells $\tau^{-}$and $\tau^{+}$and $\left|X_{\tau^{-}}\right| \leq$ $\left|X_{\tau^{+}}\right|$. We obtain $\psi\left(\tau^{+}\right)$from $\psi(\tau)$ by deleting the points of $X_{\tau^{-}}$from $\psi(\tau)$, and we construct $\psi\left(\tau^{-}\right)$by building the range tree on $X_{\tau^{-}}$. This step takes $O\left(\left|X_{\tau^{-}}\right| \log \left|X_{\tau^{-}}\right|\right)$ time and we charge it to preprocessing - each point of $X$ is charged a total of $O\left(\log ^{2} m\right)$ over the entire sequence of operations. Next, for each column $j$ of the arrangement, we reconstruct the binary tree $C_{j}$. The total amortized time spent in the insertion is $O^{*}\left(s^{2}\right)$.
$\mathrm{WT}(\mathrm{R})$ : Let $\tau_{a_{L}, b_{L}}$ (resp., $\tau_{a_{R}, b_{R}}$ ) be the cell of $\mathcal{A}\left(\Gamma^{\prime}\right)$ containing the lower left (resp., upper right) vertex of $R$, i.e., $\tau_{a, b} \cap R \neq \emptyset$ for $a_{L} \leq a \leq a_{R}$ and $b_{L} \leq b \leq b_{R}$. For a cell $\tau \in \mathcal{A}\left(\Gamma^{\prime}\right)$ that intersects $\partial R$, we compute $\omega\left(X_{\tau} \cap R\right)$ using $\psi(\tau)$. If $a_{R}>a_{L+1}$ and $b_{R}>b_{L+1}$, i.e., a cell $\tau \subset R$, for each $b_{L}<b<b_{R}$, we compute $W_{b}=\sum_{a_{L}<a<a_{R}} \omega\left(\tau_{a, b}\right)$ using $C_{b}$. We then add these quantities to obtain $\omega(X \cap R)$. The time spent is $O^{*}(s)$.
$\operatorname{Random}(\mathrm{t}, \mathrm{R})$ : We choose a random point of $A \cap R$ in three stages: first choose the column $j$ from which the point is chosen, next choose the cell $\tau$ of column $j$ from which the point is chosen, and finally choose a random point of $X_{\tau} \cap R$. After $O^{*}(s)$ preprocessing, each point is chosen in $O\left(\log ^{2} s\right)$ time. In more details, let $a_{L}, b_{L}, a_{R}, b_{R}, W_{b}$ be the same as in WT(R). Let $Y=\left\{\omega\left(X_{\tau} \cap R\right) \mid \tau \cap \partial R \neq \emptyset\right\} \bigcup\left\{W_{b} \mid\right.$ $\left.b_{L}<b<b_{R}\right\}$. We store $Y$ in a tree so that a random item of $Y$ can be chosen in $O(\log s)$ time with probablilty

[^4]proportional to its value. If we choose $W_{b}$, then we choose a random cell $\tau_{a, b}, a_{L}<a<a_{R}$, with probability $\omega\left(\tau_{a, b}\right) / W_{b}$, using $C_{b}$. Finally, we choose a random point of $X_{\tau_{a, b}} \cap R$ using $\psi\left(X_{\tau_{a, b}}\right)$. If an item $\omega\left(X_{\tau} \cap R\right)$ is chosen from $Y$, we choose a random point of $X_{\tau} \cap R$ using $\psi\left(X_{\tau}\right)$. By repeating this procedure $t$ times, we choose $t$ random points of $X \cap R$. The total time spent is $O^{*}(s+t)$.

Rank(w): Let $p^{*} \in X$ be the point of rank $w$. We find in $O(s)$ time the column $j$ of $\mathcal{A}\left(\Gamma^{\prime}\right)$ that contains $p^{*}$. Note that $\psi(\tau)$ stores the points of $X_{\tau}$ sorted by their $x$ coordinates. Hence, using a technique by Fredrickson and Johnson [], we can choose a point of a given rank from the set $X_{\tau_{0, j}}, X_{\tau_{1, j}}, \ldots$, in $O^{*}(s)$ time. Hence, Rank(w) takes $O^{*}(s)$ time.

Esther: Below, I removed the polylog(•) factors, and used $O^{*}$ instead.
Putting the pieces together. Returning to the problem of computing a hitting set for $\mathcal{R}$ in our setting, we plug the above procedures into the general machinery. Observing that $|H|=O(\kappa \log \kappa),|\mathcal{W}|=O(\kappa \log n)$, and $\varepsilon=$ $1 /(2 \kappa)$, we conclude that, after $O^{*}(m+n)$ preprocessing, each phase of the algorithm can be implemented in $O^{*}\left(\kappa^{2}\right)$ time. Hence, the expected running time of the overall algorithm is $O^{*}\left(\left(m+n+\kappa^{3}\right)\right)$. Both the verifier and the $\varepsilon$-net generator procedures can be extended to any dimension $d \geq$ 2 (the improved $\varepsilon$-net generator with respect to the bound of Aronov et al. [10] is extended only to $d=3$ ), therefore the hitting-set algorithm can be extended to higher dimensions. The expected running time is then $O^{*}\left(\left(m+n+\kappa^{d+1}\right)\right)$. We thus conclude the following:

Theorem 5.3. Let $X$ be a set of $m$ points in $\mathbb{R}^{d}$, and let $\mathcal{R}$ be a set of $n d$-rectangles in $\mathbb{R}^{d}$. A hitting set for $(X, \mathcal{R})$ of size $O(\kappa \log \kappa)$ can be computed in randomized expected time $O^{*}\left(\left(m+n+\kappa^{d+1}\right)\right)$, where $\kappa=\kappa(X, \mathcal{R})$. For $d=2,3$, the size of the hitting set is $O(\kappa \log \log \kappa)$.

Remark: We note that with some effort we can speed up the overall running time for the $\varepsilon$-net generator (presented for any dimension $d$ ) to be nearly $O\left(n+\kappa^{d}\right)$, over all steps $k$ of the algorithm, however, we are not aware of any technique that achieves a similar time bound for the verifier.
Acknowledgments. The authors thank Sariel Har-Peled for the algorithm presented in Section 4 under the discrete case, which improves the approximation factor of the original algorithm to this problem, presented in a preliminary version by the authors.
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[^2]:    ${ }^{1}$ A set has constant description complexity if it is a semi-algebraic set defined by a constant number of polynomial equations and inequalities of constant maximum degree; see [8] for details.

[^3]:    ${ }^{2}$ In the first two citations this lemma is proved under the repetition model. The reader is referred to the analysis given in [6, 20] for a proof of this lemma (or some of its variants) under our model.

[^4]:    ${ }^{3}$ Under this context, a bound of the form $O^{*}(f(q))$ means that the actual bound is $O(f(q) \cdot \operatorname{polylog}(n m))$.

