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Abstract
We suggest a model for partial diacritization of deep orthographies, focusing on Arabic as a case study.

Our partial diacritizer restores short vowels only when they contribute to the ease of understandability of

a given running text. Our model is based on two independent neural networks, one that takes the entire

sentence as an input, and another that considers as input only the text that has been read so far. Partial

diacritization is achieved by keeping only those vowels on which the two networks disagree. For evalu­

ation, we measure the contribution of the restored short vowels to an Arabic­to­English neural machine

translation system; our model shows a 1.36% improvement in translation quality over a baseline model.

We suggest a novel criterion for partial diacritization, viz. just enough to obviate the need for looka­

head for disambiguation. Additionally, we argue how much lookahead context is required for resolving

ambiguities in reading.
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1

Introduction

Ambiguity is part and parcel of natural language. It may manifest itself at the morphological level, the

syntactic, or at higher linguistic levels. For example, in the classic “garden path” sentence, “The old man

the boat”, “old” can be a noun or adjective, while “man” may be a noun or verb. The point is that the

prima facie more likely reading of “old man” as adjective­noun is found to be untenable by the end of the

sentence, and the reader must retrace her steps and reinterpret the morphology and syntax to understand

the intended meaning. Though ambiguity may be deliberate—as in poetry—it is usually desirable to keep

it to a minimum. Classical Greek and Latin were often written scripta continua, sans interword spaces.

Likewise, many Eastern languages do not normally use spaces or punctuation within sentences. This, too,

introduces a level of ambiguity, which partial punctuation could help resolve.

We deal here with ambiguity at the morphological level, investigating the inclusion of optional disam­

biguating diacritics. We suggest a novel criterion for partial diacritization, viz. just enough to obviate the

need for lookahead for disambiguation—to the extent possible. In other words, disambiguating diacritics

are called for when the most likely interpretation—considering only what precedes in reading order—is

erroneous.

Semitic languages form a branch of languages originating in the Middle East and include, among others,

Arabic, Hebrew, and Aramaic. Most of the writing systems (orthographies) of those languages omit

some or all vowels from their alphabet. Daniels and Bright [23], in their sixfold classification of writing

systems, call such scripts abjads. The missing vowels are typically covered by a set of diacritics, serving
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as a phonetic guide, which tend to be omitted in standard writing. Full or almost­full vocalization is

normally reserved for scripture and other archaic works, verse, works for children or beginners, and for

loan words or foreign names. In Arabic, for example, there are a number of such short­vowel diacritics,

collectively named harakatحَرَكاَت. Long vowels are represented by a collection ofmatres lectionis, letters
that otherwise serve as consonants (alif, waw, ya).

A common characterization inmodern psycholinguistics is that Arabic andHebrew have deep orthography

since there is no one­to­one mapping between phonemes and graphemes. At the opposite end of the

spectrum are languages with shallow (or phonemic) orthographies, such as Finnish andMaltese (a Semitic

language), for which it is usually easy to pronounce any word given its letters. Arabic orthography is

considered shallow when short vowels are present [11]. But, when they are omitted, a reader needs to use

some contextual information to resolve ambiguities in pronunciation and meaning. In English, diacritics

are optional (except in some borrowed words and expressions such as “coup d’état”) and rarely used

today (diaeresis on “naïve”; circumflex on “rôle”); they may indicate pronunciation but are not needed

for understanding. Also, some commas and hyphens are optional punctuation in English, but can help

one parse the sentence properly. In many other languages, however, diacritics are essential and are never

omitted. Anecdotally, even native speakers of such languages resort to a spellchecker to insert them ex

post facto and save keystrokes thereby.

Overall, a fully vowelized Arabic text is considered too complicated to read easily. On the other hand,

the lack of written short vowels in certain words, particularly homographs (strings that have multiple pro­

nunciations or meanings), may be detrimental to the ease of understandability. Moreover, to resolve such

pronunciation ambiguities, it is often enough to add only one short vowel. For example, the wordاكتشفت
has a number of pronunciations with different meanings (e.g., “I discovered”, “You discovered”, “It/she

was discovered”), but with only one short vowel (dammah /u/) added, reading اكتُشفت (“It”) becomes
easier. This example illustrates that, in Arabic, the voice of a verb is distinguished only by short vowels.

In many cases, deciding on the correct pronunciation of a word requires looking at the following words

in the text, and not only at preceding ones. We claim that, when only information from prior words is

needed to resolve any ambiguity of a given word, then the short vowels may be safely omitted, since by

the time that word is encountered, the reader has already collected what is necessary for disambiguation.

In the following example, the first words are identical, the second word جد jd in both sentences takes a

different diacritic on the last letter, which results in a completely different meaning. Only with the third
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word is a reader able to resolve the ambiguity of the second one:

وَجَدَ جَدَّ مَنْ
Transliteration: mano jad∼a wajada

Translation: who works hard succeeds

الوَلدَِ؟ جَدُّ مَنْ
Transliteration: mano jad∼u alwaladi?

Translation: who is the grandfather of the boy?

The high level of ambiguity in Arabic results in having about 12 analyses per word on average. Table 1.1

highlights this richness.

In some Arabic media outlets (e.g., Nature in Arabic [arabicedition.nature.com]), partial diacritization

is used to facilitate understandability. It has been claimed [37] that to handle ambiguities as in garden­

path sentences, whichmake understandability during readingmore difficult, it is necessary to parse natural

language either nondeterministically or by a deterministic parser with lookahead (LR(k)) capabilities.

We propose a machine­learning model for partial diacritization. Deciding which vowels to recover is

achieved by mimicking the way a human resolves pronunciation ambiguity. We train two networks for

full vowelization, one taking the entire sentence into account, and another that considers only prior words.

Partial diacritization is achieved by preserving those vowels that the two networks disagree on, suggesting

that without them disambiguation would require lookahead.

Diacritized POS English
jad∼ Noun Grandfather
jad∼ Verb Became lucky
jad∼a Verb Toil (Work hard)
jid∼ Noun Earnestness
jud Verb Be generous
jid Verb Find

Table 1.1: A subset of all the possible analyses for the two letters word جد jd

3
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2

Related Work

Comparing reading processes in languages of different orthography depths is an active area of research

[34, 28, 33]. Specifically, the contribution of short vowels to reading of Arabic has been studied. Whereas

several studies report a positive contribution [4, 5, 6, 7, 9, 8, 10, 3, 43], a number [32, 18] have shown a

decrease in reading fluency (measured as the time to correctly read a text) and accuracy (the percentage

of words correctly pronounced), due to the visual load and complexity of short­vowel diacritics in Arabic.

A recent review [12] summarizes the conflicting results.

Various works apply deep neural networks to diacritic restoration. Examples include [39] for Polish; [42]

for Romanian; [30] for Slovak; [44] for Turkish; and [41, 31, 40, 15] for Vietnamese.

There is a large body of work on full Arabic diacritization. Early works took a more traditional machine­

learning approach [49, 24]; recent efforts are usually based on deep neural setups [2, 13, 25, 27, 38, 16,

19, 1]. A few works [47, 17] show the contribution of morphological data to diacritization. Recently,

an encoder­decoder network using a Tacotron CBHG module [46] as part of the encoder was introduced

[36].

Fadel et al. [27] developed a deep recurrent neural network for diacritization, which was reported to

positively contribute to neural machine translation (NMT), by encoding the diacritics on a parallel layer

to the input characters. In our work, we use their NMT architecture for evaluation of our model for partial

diacritic restoration.

Recently, Alqahtani et al. [14] evaluated the contribution of incomplete restoration of Arabic diacritics to
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a number of downstream tasks. Estimating the errors introduced by a full diacritization algorithm, their

approach is to restore the diacritics only for ambiguous words, which is what they refer to as selective dia­

critic restoration. In our work, we focus more on improving understandability during reading, as opposed

to improving the accuracy of a downstream­task algorithm. Our goal it to restore diacritics only for letters

(not necessarily all letters of a word) that resolve ambiguities during reading of a running text. To the best

of our knowledge, this is the first time that this goal is being addressed. We are unaware of the existence

of relevant resources that may help us train a supervised machine­learning algorithm for partial diacritic

restoration. Bouamor et al. [20] conducted a study of human annotation for minimal diacritization, which

shows a low inter­annotator agreement and how subjective this task can be.
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3

Methods and Results

3.1 Data

Tashkeela Corpus

To train both models, we use the Tashkeela corpus [48], comprising more than 75M words, fully dia­

critized. It mostly contains classic works written in Classical Arabic (CA), the forerunner of Modern

Standard Arabic (MSA), the main language used today in formal settings (in contradistinction to spoken

Arabic, with its many mutually­unintelligible regional varieties) and what we interested in. MSA and

CA have much in common, but oftentimes they use different grammatical structures and vocabularies.

The MSA texts that were extracted from the Internet represent 1.15% of the corpus, while the major part

was collected from Shamela Library, which represents the other 98.85% of the corpus, obtained from

97 books, collected mainly from Islamic classics. Also, it is worth noting that Tashkeela is one of two

datasets that are used by the majority of works, and the only freely available corpus. The second dataset

is LDC’s Arabic Treebank [35].

Preprocessing

We preprocess the corpus in a way similar to [25], for solving the following issues:

• Whitespaces separating ending diacritics from their word.

• Non­Arabic characters with misplaced diacritics.

• Multiple diacritcs for single letter.

• Non­diacritized files/lines.
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CA and HQ MSA
Original Clean Original Clean

Words 66.5M 65.8M 801K 604K
Lines 1.7M 1.5M 50K 20K

Table 3.1: Word and line counts of Tashkeela corpus, before and after cleaning, broken down
into CA and MSA.

• HTML tags/URLs/English letters.

additionally, we replace a few rare letters by their natural equivalents (e.g., Farsi yeh ی into Arabic yeh ي
and Farsi peh پ into Arabic beh .(ب Furthermore, in Tashkeela, not all letters carry diacritics. Since we

train our model one line at a time, we delete from the corpus lines that have a low rate of diacritics per

letter to maintain relatively high support of all labels. Fadel et al. [25] removed lines below a rate of 80%.

Since it appears that MSA has a lower rate than CA, we remove lines below 50%, to allow more MSA

during training. We added the Holy Quran (HQ), fully diacritized 6,236 lines (157,935 words), to the CA

corpus. Table 3.1 summarizes the number of words and lines we have in our corpus. Also, the alphabet

was extended to include not only Arabic letters, but Arabic numbers (0,1,2,…), Eastern Arabic Numbers

(...١،٢،٣), and Arabic punctuation marks. Other characters were replaced by a special non­letter character.
Overall, we have 83 characters.

Tweets Corpus

Additionally, we collected 75 Twitter tweets1 (1,075 words) in MSA, taken from official accounts that

cover news in politics, health, sports, technology and Literature. Tweets were fully diacritized by a native

linguist, and then manually processed by another native speaker who kept only about 25% to achieve

fluency. It was used to test both full and partial models on MSA with different distribution. We make this

dataset publicly available.

1 www.twitter.com
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3.2 Method

Partial diacritization is the process of inferring a minimal subset of diacritics that is fundamental to dis­

ambiguate the context. Yet, this mission is not well configured and there is no convention or explicit

rules how to accomplish it. We distinguish between ambiguous words that may be resolved using previ­

ously seen context, and ambiguous words that need some of the context that follows in order to improve

resolution while reading. The former are easier to resolve when reading; therefore, we try to restore the

diacritics only for letters for which readers often need the context that follows.

To imitate this, we train separately two neural models for full restoration: One encodes information ob­

tained in reading direction, not crossing the predicted word, ignoring what comes after. The second scans

the entire sentence before diacritizing it in full; therefore, it is assumed that this model has a better chance

to predict the correct diacritic. The idea is to provide pronunciation hints to the reader only when they

cannot be trivially decoded using the content that has already been attended by the first unidirectional neu­

ral network. We represent the source data as a sequence of characters, and the target data as a sequence

of diacritics; this representation reduces vocabulary size and avoids OOV (“out of vocabulary”) words.

Reading­Direction We use a four­layer unidirectional Long Short­Term Memory (LSTM) [29] archi­

tecture that works on the character level, and predicts one label per input character. Like in previous

works, we use the following set of labels, to account for most of the diacritic types. Essentially, we cover

the vowels: fathạh /a/ َـ , kasrah /i/ ِـ , dạmmah /u/ ُـ ; tanwins (nunations) to indicate case ending: ًـ /an/, ٍـ /in/,
ٌـ /un/; shaddah ّـ for gemination; and sukūn to indicate vowel absence. We add 6 labels for capturing com­

binations of shaddah vowels or nunations, and finally a label indicating no diacritics. Overall, we have

15 labels. Each input character is encoded with a non­pretrained embeddings vector concatenated with

the embeddings of the containing word. Word­level embeddings are the output of another bi­directional

LSTM (BiLSTM) that works on the word’s characters. More formally, let word j be composed of n letters

l1, l2, . . . , ln. Then, oi is the encoded version of li:

ci = EMB(li)
w j = BiLSTM(c1,c2, . . . ,cn)

oi = LSTM([ci;w j]),
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Figure 3.1: The Reading­Direction architecture, with a character embedding layer and word
encoder.

where wi is the concatenation of the two last outputs from both of the BiLSTM’s sides. Every oi is then

sent to a fully­connected layer for generating the final prediction.

For the reading­direction model, we use 15% of the processed data for validation and the rest for training.

Our best results are achieved by using a hidden size of 16 for the word­character BiLSTM, resulting in

32­dimensional vector for word embedding, which we concatenate with another 32­dimensional vector

representing a character. This 64­dimensional vector is the input for the 4­layer unidirectional LSTMwith

hidden size of 512, followed by a fully connected layer of 15 output labels. We use dropout with 20%

drop probability and the Adam optimizer, configured with a learning rate of 10−4. Batch size is 512, We

trained the model for 10 epochs and reached optimal results on a validation test after 8.

Full­Sentence To encode a full sentence before classification, we experimented with a few architec­

tures; first attempt was to use similar architecture to Reading­Direction described above, but with a Bi­

Directional LSTM instead. Next attempt was a Transformer [45] working on a character level. The
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Transformer consists of a stack of 6 encoders, followed by a stack of 6 decoders. Each layer of the

stacks composed of 8 attention heads, and hidden size of 512 delivered the best accuracy for full diacritics

restoration.

For training both models, we split the data into lines, then we use sentences of up to 100 characters

(excluding diacritics), longer sentences are handled during training and testing by using a 100­character

overlapping window that moves forward one word at a time. During testing, every character gets a number

of predictions, one per window. The final prediction is done by maximum voting.

We use 10%­drop and ReLU for the dropout and activation layers that follow each multi­head attention

and linear layers in encoder/decoder components. Training first on CA and then fine­tuning on MSA. The

transformer model reaches optimality on CA after 5 epochs, and on MSA after 6 epochs.

Automatic­Evaluation Asmentioned before, partial diacritization of a word aiming to make it readable

and unambiguous is a subjective task, and relies on reading comprehension ability and eloquence of the

reader. Therefore, we make an attempt at designing a new automatic evaluation metric: Our first attempt

was to use Google’s Arabic­to­English machine translation, hoping it would benefit from diacritics pro­

vided with the input text. Unfortunately, we could not identify a meaningful difference in the translation

quality, even when we tried different computational approaches for comparing the English translations,

like Pre­trained InferSent [22] and the Google Sentence Encoder [21].

The next attempt uses Arabic morphological analyses, which given a sentence return for each word its all

possible prefix­stem­suffix segmentations. we tried given our partial diacritization to keep only relevant

analyses with respect to diacritization, and measure the difference by counting the number of analyses

that differ.

Eventually, we decided to use Translation­Over­Diacritization (TOD) [26]. The basic idea of TOD is to

use basic Encoder­Decoder sequence to sequence (seq2seq) model with additive attention, to train two

identical Arabic­to­English machine translations, with and without Arabic diacritization. We extend this

idea to include also partial diacritization. The dataset contains 1M Arabic­English sentence pairs.
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3.3 Results

Full Restoration To compare our transformer model with the state­of­art systems, we preprocess the

dataset and use the same train/test split as did Fadel et al. [25]. As customary, we measure:

1. Diacritic error rate (DER): the percentage of misclassified letters.

2. Word error rate (WER): the percentage of words with at least one misclassified letter. (Foreign­

script characters and digits are ignored for both.)

Generally speaking, case endings are deemed more difficult than basic vowels, since they are syntax

related; therefore, we also report results when discounting case­ending mistakes. Similarly, we report on

results also while ignoring mistakes in predicting the “no diacritic” label. Table 3.2 compares the results

of our transformer model for full diacritization with the best known models, under different conditions as

reported in previous works. Our transformer model is on par with the state of art.

DER /
WER

Including ‘no diacritic’ Excluding ‘no diacritic’
w/ case ending w/o case ending w/ case ending w/o case ending

Fadel et al. [27] 2.60 / 7.69 2.11 / 4.57 3.00 / 7.39 2.42 / 4.44
AlKhamissi et al. [13] 1.83 / 5.34 1.48 / 3.11 2.09 / 5.08 1.69 / 3.00

Our Full­Sentence Model 3.57 / 8.52 2.32 / 5.44 3.42 / 8.26 2.23 / 5.32

Table 3.2: DER / WER results (in %) on the Tashkeela test set, as defined by [25]. Results are
reported under different conditions of case endings and when including or excluding the “no
diacritic” label.

Partial Restoration Since we care more about MSA than CA, we use a lower cleaning threshold (50%)

and generate a new 85/15% train/validation split for the simple reading­direction model (first row of

Table 3.3). Following others, we evaluate our models under varying conditions as before. To improve

performance of our full­sentence transformer model on MSA, we split the data differently, and use only

MSA texts for validation—about 10% of the corpus. Then we train the model in two phases: (1) pre­

training with CA+HQ texts, and then (2) fine­tuning with MSA texts, to end with weights that handle

MSA better than CA. This fine­tuning training style gave an improvement of 1.5% in word error over the

same model that was trained on the entire training set in one phase. The second row in Table 3.3 shows

the final results of the two­phase fine­tuned model on the MSA­only validation set. Finally, we evaluate

both models, the simple reading­direction model as well as the full two­phase model, on our MSA­only

fully­diacritized tweets (last two rows):
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Model w/ case w/o case w/ case w/o case
w/ “no diacritic” w/o “no diacritic”

Valid.
Reading 13.0/34.0 9.3/26.1 8.3/25.4 5.3/16.9
Sentence 6.9/26.6 7.0/23.0 6.1/16.0 5.5/11.5

Tweet
Reading 16.2/47.5 11.1/33.1 14.0/44.9 9.5/30.3
Sentence 9.2/27.7 6.3/18.1 7.2/23.6 5.0/15.0

Table 3.3: Error rates DER/WER (in %) on MSA test set.

Both models are used for generating partial diacritics as part of our model­difference approach. To eval­

uate, we match the predicted partial diacritics with those manually assigned to the tweets by a native

speaker. Our system decided to keep about 12% of the restored diacritics, while the native speaker kept

25%. For a baseline, we randomly select 12% of the manually assigned diacritics. Table 3.4 shows the

improvement achieved by our model­difference method:

Diacritization Kappa IAA F1
Random partial restoration 0.11 0.77
Our partial restoration 0.26 0.82

Table 3.4: Results of partial restoration on tweets. Metrics areKappa coefficient for the 15­label
task, and F1 for the diacritic assignment task, that is, checking if a letter is assigned a diacritic
or not.

Fadel et al. [27] suggested evaluating diacritic restoration by measuring their contribution to a diacritics­

sensitive Arabic­to­English NMT system. We train the same NMT system on 1M sentence pairs, for

which we restore diacritics with our full­sentence transformer model, and evaluate it on a test set under

different conditions of diacritic assignment. The evaluation results are shown in 3.5, This shows a small

increased accuracy with our partial diacritic restoration, which kept about 10% of the diacritics, over the

two baselines. MT benefits more, of course, when the input comes with all diacritics.

Diacritization BLEU Score
No Diacritics 33.48
Random Partial Diacritization 33.34
Our Partial Diacritization 33.75
Full­Sentence Full Diacritization 34.25

Table 3.5: BLEU scores of an Arabic­to­English TM, using different levels of diacritics.

The Contribution of Lookahead To measure the contribution of forward­looking context to reading,

we ran additional experiments with the transformer model, placing successively larger limits on the num­
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ber of words following the current word that the transformer may encode. Table 3.6 summarizes DER

and WER on the tweets dataset for each instance; the limit on lookahead is indicated in the first column.

The inference was done on the same trained full­sentence model (with unrestricted lookahead), under all

evaluation conditions, the transformer model benefits from more and more lookahead in order to fully

diacritize the current word. For future work, we suggest to train separate models for each restriction.

Lookahead Including ‘no diacritic’ Excluding ‘no diacritic’
w/ case ending w/o case ending w/ case ending w/o case ending

0 13.70 / 43.81 7.87 / 23.62 11.63 / 39.96 6.49 / 20.40
1 9.06 / 27.47 6.33 / 18.63 7.07 / 23.31 5.01 / 15.50
2 8.89 / 27.06 6.22 / 18.42 6.88 / 23.00 4.89 / 15.30
3 8.83 / 26.53 6.24 / 18.31 6.80 / 22.48 4.91 / 15.19
4 8.77 / 26.43 6.18 / 18.21 6.74 / 22.37 4.85 / 15.09

Table 3.6: DER / WER results of the full­sentence transformer on the tweets dataset, under
different lookahead windows.
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4

Discussion

We propose a criterion for partial diacritization of Arabic and implement it as a combination of two neural

networks that restore diacritic marks in full. One uses only context already read, and one benefits from

seeing the entire sentence prior to prediction. For evaluation, we manually diacritized a set of tweets writ­

ten in MSA and then selectively marked those diacritics that contribute most to disambiguation during

reading. Using this dataset, as well as a diacritic­sensitive NMT system, we found our model­difference

approach to be superior to the baseline method. We also quantify the impact of lookahead window size

on disambiguating pronunciation—measured by correctness of diacritics; the density of automatic partial

vowelization of our method could be adjusted to obviate only more distant lookahead. We suggest a novel

criterion for partial diacritization, viz. just enough to obviate the need for lookahead for disambigua­

tion We chose Arabic here only as a convenient case study; we plan to expand the method to additional

languages.
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כמה חשוב לחד משמעיות להביט קדימה
חקר מקרה: ניקוד ערבית חלקי
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תקציר

עם התמקדות בערבית. המנקד חלקי שלנו משחזר תנועותאנו מציעים מודל לניקוד חלקי של אורתוגרפיות עמוקות,
רק כאשר הן תורמות להבנת הנקרא בטקסט.

הרשת הראשונה מעבדת כל המשפט לפני שמתחילההמודל שלנו מבוסס על שתי רשתות נוירונים בלתי תלויות,
עד עכשיו ובהתבסס עליו מנקדת את האות הנוכחית.לנקד, לעומת השנייה אשר לוקחת בחשבון רק הטקסט שנקרא
אינן מסכימות בלבד.ניקוד חלקי מתקבל על ידי שמירת ניקוד שעליו שתי הרשתות

המשוחזרות, למודל תרגום מערבית לאנגלית; המודללצורך בדיקת המודל, אנו מודדים את התרומה של התנועות
בסיסי.למודלבהשוואההתרגוםבאיכות1.36%שלשיפורמראהשלנו
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