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Abstract

This thesis explores the use of learned classifiers for improving retrieval of image documents by

increasing OCR accuracy and generating word-level correction-candidates.

The method suggests the simultaneous application of several image and text correction mod-
els, followed by a performance evaluation that enables the selection of the most efficient image-
processing model for each image document and the most likely corrections for each word. The
selection is assessed by two trained classifiers based on the output features of every model, mostly
based on a language model. The highest-ranked image model is selected and applied to the image,
while the top correction-candidates for every word are appended to the OCR word output and in-
dexed at the same position. An additional and optional classifier aims to decide if an OCR word
should be replaced by its correction-candidate, enabling the method to comply with non-retrieval

purposes.

The presented method relies on a ground-truth corpus, comprising image documents and their
transcription, in addition to an in-domain corpus to build the language model. It is designed to be
applicable to any language that follows simple segmentation rules, in other words no compound

words, and performs best on morphology-rich languages.

Experiments with an Arabic newspaper corpus show that this approach significantly improves

OCR accuracy on the dataset by reducing its word error rate by 50%.
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1 Introduction

Massive digitization of textual resources, such as books, newspaper articles and cultural archives
has been underway for some decades, making these resources publicly available for research and
cultural purposes. Institutions are converting document images into machine readable text via
Optical Character Recognition (OCR), enabling a realistic way of exploring vast document corpora
with automated tools, such as indexing for textual search and machine translation.

For reasons of low quality printing and scanning or physical deterioration, many of these cor-
pora are of poor quality, making the OCR task notoriously difficult. Consequently, it is impos-
sible to directly employ the obtained results for subsequent tasks without costly manual editing.
Although contemporary OCR engines claim higher than 97% word accuracy for Arabic, for in-
stance, the same datasets with low-resolution images or infrequent character classes can drop to
lower than 80%.

In this thesis, we propose an OCR correction technique that consists of an image pre-processing
and text post-correction pipeline based on a composite machine-learning classification. The tech-

nique wraps the core OCR engine and is in practice agnostic to it.

The image correction applies a small set of image enhancement algorithms on copies of the
image document, which serve as input for the OCR engine. This set includes image scaling, bina-
rization methods and parameter thresholds, and were chosen by their experimental accuracy gain.
The potential gain for every algorithm is evaluated as the sum of the positive accuracy improve-
ments, relying on a learned classifier for the selection of improved OCR text over a baseline OCR
text, that is the output of the image with the OCR’s engine’s default pre-processing. Such a classi-
fier was trained with a ground-truth set, relying on recognition confidence statistics and language

model features to output an accuracy prediction.

The text post-correction applies a lexical spellchecker and potentially corrects single-error mis-
spellings and a certain class of double-error misspellings, which are the major source of inaccurate
recognition in most OCR use-cases. The novelty of this method is its ability to take into consid-
eration several valuable word features, each giving additional information for a possible spelling

correction. It is built out of two consecutive stages:

1. word expansion based on a confusion matrix, and



2. word selection by a regression model based on word features.

The confusion matrix and regression model are built from a transcribed set of images, while the
word features rely on a language model built from a large textual dataset. The first stage generates
correction candidates, ensuring high recall for a given word, while the second assures word-level
precision by selecting the most probable word for a given position. Relying on features extracted
from pre-existing knowledge, such as unigram and bigram document frequencies extracted from
electronic dictionaries, as well as OCR metrics, such as recognition confidence and confusion

matrix, we accomplished a significant improvement of text accuracy.

The correction methods, the image enhancement and text correction, implement an equivalent
methodology in the sense that both begin by promoting recall, namely generating many correction
candidates that some may improve the baseline result, and afterwards use prior knowledge and
context to gain precision, namely select the best candidate. Initially, the research focused only
on the text correction method, and it is its success that pushed the idea of implementing a similar

methodology to the image processing, which by end turned out to have a larger accuracy gain.

This research is part of the digitization project of the “Arabic Press Archive” of the Moshe
Dayan Center at Tel Aviv University, hence the method evaluation and adaptation is in the Arabic
language. There are a number of open-source and commercial OCR systems trained for this lan-
guage; we used NovoDynamics NovoVerus commercial version 4, evaluated as one of the leading

OCR engines for Arabic scripts.

For evaluation purposes we use the Word Error Rate (WER) measure, or by its complement to
1 that we named OCR accuracy, which is adapted for subsequent applications of the OCR output
such as information retrieval. Our correction method performs effectively, reducing faulty words
by arate of 50% on our dataset, which is a 8% absolute accuracy improvement. The overall results
showed negligible false-positive errors, namely the method rarely rejects correct OCR words in
favor of an erroneous correction, which is a major concern in spellcheckers. An analysis of clas-
sifier performance shows that bigram features have the highest impact on its accuracy, suggesting

that the method is mainly context reliant.

This dissertation is organized as follows: Section 2 provides background information on the
OCR process and OCR error correction. Section 3 presents the image enhancement methodol-
ogy and Section 4 the text correction methodology. Section 5 reports and discusses experimental
results; Section 6 concludes the paper and suggests some possible future directions. For read-
ability reasons, examples of the created artifacts, such as confusion matrix and feature tables are

presented in English instead of Arabic.



2 Background

2.1 The OCR Process

The goal of OCR is to extract the text, character by character, from a document image. The process

proceeds in consecutive stages:

1. prepare the image document for character recognition, including, for example, document

deskew, graphics and noise removal, etc.;

2. automatically segment a document image into images of individual characters in the proper

reading order using image analysis heuristics known as page layout analysis; then

3. apply an automatic classifier to determine the characters that most likely correspond to each

character image; and

4. exploit the surrounding context to select the most likely character in each position, based
on a shallow language model or prior lexical knowledge of the document’s language and

subject domain.

Our paper focuses on stages [, I, and B, which are done independently of stage B. We elaborate

on them in the remainder of this section.

2.1.1 Image Preparation

Preceding text extraction, image processing aims to transform the document image into its most
suitable form for the subsequent task. A recognition system performs various image processing
steps to produce a “cleaned” image, which is then examined to determine the gross orientation and
the dominant alphabet on the page. The following sub-sections describe the main processing steps

applied to an image prior to the character recognition stage.



2.1.1.1 Image Scaling Methods

Scaling refers to the resizing of a digital image, which can have a major impact on the character
level characteristics that depend on their pixel form, thus affecting the text extraction recogni-
tion. Image size can be changed in several ways; these are the main methods adapted to textual

documents.

1. Nearest-neighbor interpolation — One of the simpler ways of increasing the size is nearest-
neighbor interpolation, replacing every pixel with a number of pixels of the same color:
The resulting image is larger than the original, and preserves all the original detail, but has
(possibly undesirable) jaggedness. Diagonal lines, for example, will show the “stairway”
shape characteristic of nearest-neighbor interpolation.

2. Bilinear and bicubic interpolation — Bilinear algorithm works by interpolating 4 pixel (2x2)
color values, introducing a continuous transition into the output even where the original
material has discrete transitions. Although this is desirable for continuous-tone images, this
algorithm reduces contrast (sharp edges) in a way that may be undesirable for text. Bicubic
interpolation, based on 16 adjacent pixels (4x4), yields substantially better results on text,

with only a small increase in computational complexity.

3. Box sampling — One weakness of bilinear, bicubic and related algorithms is that they sample
a specific number of pixels. When downscaling below a certain threshold, such as more than
twice for all bi-sampling algorithms, the algorithms will sample non-adjecent pixels, which
results in losing data, and also causes unsmooth results. The trivial solution to this issue
is box sampling, which is to consider the target pixel as a box on the original image, and
sample all pixels inside the box. This ensures that all input pixels contribute to the output.

The major weakness of this algorithm is that it is hard to optimize.

2.1.1.2 Binarization Methods and Thresholds

Image binarization converts an image of up to 256 gray levels to a black and white image. This
is a necessary pre-processing step, as most OCR engines work on bi-level images. The use of a
bi-level information decreases the computational load and enables the utilization of the simplified
analysis methods. The simplest way to use image binarization is to choose a threshold value,
and classify all pixels with values above this threshold as white, and all other pixels as black.
The problem then is how to select the correct threshold. In cases of low resolution scanning,
poor quality of the source document or complexity in the document structure (such as graphics
is mixed with text), finding one threshold compatible to the entire image is impossible, therefore,
adaptive image binarization is needed where an optimal threshold is chosen for each image area,
as suggested by Sauvola’s method [[2]. When character recognition is performed, the melted sets
of pixel clusters, which represent characters, are easily misinterpreted if binarization labeling has
not successfully separated the clusters.



2.1.1.3 Image Denoisement Methods

The type of noise and artifacts seen in the documents is varied but tends to be characterized by
splotches, specks, and streaks, generally resulting from a low-quality source document or scan-
ning. The line height is used to derive the minimum number of pixels that a black blob must have
to be considered text and not noise. A black blob is generally defined as a group of eight-connected
black pixels. Blobs with smaller than a minimum area will be classified as noise and removed. In
poor quality images, the benefits of removing more noise compensates for the loss of some letters
[?]. In Arabic this tradeoff is aggravated with the use of diacritic dots to differentiate characters

that can easily be taken by mistake as noise.

2.1.2  Page layout Analysis

The cleaned image page is analyzed, and the text zones are located and segmented into lines of text,
separated from non-textual zones such as graphics. The algorithm used to perform this analysis
detects the type of page layout, and uses the decomposition algorithm best suited to that layout.
The layout analysis mode can be configured to simple mode, where the algorithm expects the
page to be a single block of text having one or two columns, complex mode, where the algorithm
expects a page with complex, multi-column layout, or no decomposition mode, where the system
creates a single zone consisting of the entire page. There are two main approaches to document

layout analysis.

1. Bottom-up approaches which iteratively parse a document based on the raw pixel data.
These approaches typically first parse a document into connected regions of black and white,
then these regions are grouped into words, then into text lines, and finally into text blocks
[0]. Their main advantage is that they require no assumptions on the overall structure of

the document.

2. Top-down approaches which attempt to iteratively cut up a document into columns and
blocks based on white space and geometric information.They parse the global structure of
a document directly, thus eliminating the need to iteratively cluster together the possibly
hundreds or even thousands of characters/symbols which appear on a document. They tend
to be faster, but in order for them to operate robustly they typically require a number of

assumptions to be made about on the layout of the document[G].

2.1.3 Lexical Correction

There has been much research aimed at the automated correction of recognition errors for degraded
collections. An early, useful survey is [8]; relevant methods for Arabic OCR are summarized in
[8] and in collection [9].



In this work, we use language models on the character and word levels, plus lexicons. We do
not apply morphological or syntactical analyses, nor passage-level or topic-based methods. Three

language resources play a rdle:

e Dictionary lookup compares OCR-output with the words in a lexicon. When there is a
mismatch, one looks for alternatives within a small edit (Levenshtein) distance, under the
assumption that OCR errors are often due to character insertions, deletions, and/or sub-
stitutions. For this purpose, one commonly uses a noisy-channel model, a probabilistic
confusion matrix for character substitutions, and term frequency lists [3], as we do here.
One must, however, take into consideration unseen (“‘out of vocabulary’’) words, especially
for morphologically-rich languages, like Greek, and even more so for abjads, like Arabic,
in which vowels are not represented. The correct reading might not appear in the lexicon
(even if it is not a named entity), while many mistaken readings will appear, because a large
fraction of letter combinations form valid words. Morphological techniques could help here,

of course. Dictionary lookup and shallow morphology are used in [K].

e We use the term k-mer” for the possible contiguous k-character substrings of words. By
collecting statistics on the relative frequency of different k-mers for a particular language,
one can often recognize unlikely readings. This technique was employed by BBN’s OCR
system for Arabic [[], as well as in [8].

e A language model, based on n-gram frequencies derived from a large corpus, is frequently

used to estimate the likelihood of a reading in context [I4].

2.2 OCR Errors

OCR accuracy is negatively influenced by poor image quality (e.g., scanning resolution, noise)
and any mismatch between the instances on which the character image classifier was trained and
the rendering of the characters in the printed document (e.g., font, size, spacing). Depending on
the language and the image quality of the analyzed collection, there will be a different error distri-
bution generated by an OCR process. These errors can be categorized according to the following

types, listed in the order they occur during the OCR process:

e Word detection — failing to detect text in the image, commonly caused by poor image quality
or text mixed with graphics.

e Word segmentation — failing to bound an individual word correctly, due to wrong interword

space detection, generally due to different text alignments and spacing.

I Also known as “character n-gram”. The term “k-mer”, borrowed from bioinformatics, allows us to use “n-gram”,
unambiguously, for sequences of words.



e Character segmentation — failing to bound single characters in a segmented word. This is
frequent for cursive or connected alphabets, such as printed Arabic or handwritten Latin-
alphabet languages. It may also occur due to an analog process (e.g., printing and scanning

speckles) that might disconnect connected components.

e Character recognition — failing to identify the correct character for a bounded character

image.

An error can be classified into more that one category, resulting in error types that are partially
overlapping. This implies that errors cannot always be mapped to a single OCR sub-process that
should be improved, and such can generally be attributed to low image document quality or small
random image effects that are hard to handle. This categorization, despite the fact it is not strict,

facilitates the discussion on OCR errors and their possible correction.



2.3 Data Resources

The correction methodology is language, domain, scan quality and OCR engine agnostic; never-
theless the model itself is built upon a data corpus that resembles the test data.

Our experiment focused on OCR of printed Arabic newspaper articles of the Moshe Dayan
Center at Tel Aviv University. The archive documents are fairly variable, containing text in dif-
ferent fonts and page layouts, such as tables and graphics. We made use of the following training

I‘eSOllI'CGSBZ

1. Two hundred fifty OCR document images and their ground truth transcription — each doc-
ument is a newspaper article scanned at 300 dpi in grayscale. The newspaper article are
relatively low-quality by origin, which emphasizes the OCR correction ability to deal with
low quality images and enrich the word errors the noisy channel training. The set was man-
ually transcribed at a document level and OCR processed by Novodynamics Verus version
4.0. Fifty documents were left aside during the training process for later testing and evalu-
ation. The training set contains about 83,000 words with a WER of 17%. Figure "2 shows
a sample image of a newspaper article. The articles in the set are all taken from “Al-Hayat”
daily newspaper, printed in January 1994.

2. Gigaword Arabic[I1] — This vast corpus contains about 3 million transcribed articles from
various modern Arabic newspapers. A modeling process produced a unigram and a bigram
frequency lists, which were later used as features for correction candidate ranking and clas-
sification. The size of the corpus and its thematic similarity to the dataset ensure relatively
accurate features. The nature of language itself implies that the lexicon is not perfect, but
we can take comfort that most imperfections lie in the low frequency tail, and do not have
much impact on correction performance. An example transcription, alongside its originating

article, can be seen in Figure 2.

2 The dataset is publicly available at https://github. com/idoki/ocr_correction.


https://github.com/idoki/ocr_correction
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Figure 2.1: “Al-Hayat” newspaper article, 06.01.1994
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Figure 2.2: “Al-Hayat” newspaper transcription, 06.01.1994



3 Image Enhancement Methodology

The ability to consistently select the best image processing for every image document leans on
the capability to reliably predict its performance, namely, its OCR text accuracy. To facilitate this
task, this prediction can be based on the extracted text of each image and not on the image itself,

suggesting that an a posteriori approach could outperform an a priori one.

The enhancement method requires one to move from a single-pass OCR engine, in which every
document is processed once—and for which OCR engines are optimized, to multi-pass OCR. The
latter enables an accuracy-performance trade-off, promoting better OCR results at the compromise
of CPU resources, which is often a reasonable call for digitization projects. Having several output
texts for a single image document, we can rank them and choose the most accurate, according
to our prediction, for a specific image. The multi-pass architecture is built as a pipeline where
each module applies a family of dependent algorithms, for example binarization methods and
thresholds, and the sequential modules are independent one of the other. After every module there
is an evaluation sequence which extracts the document image text and predicts its accuracy, then
feeds its processed image to the next module, as shown in Figure Bl. This implementation avoids
the application of an unfeasible number of image processing sets, which is the sum of all possible
algorithm combinations. Assuming independence between the modules, their application order

has only a small significance.

Every module comprises three stages:

1. Enhancement candidate generation — Every algorithm in the set renders a processed image
that serves as an input to the OCR engine.

2. Feature extraction — For each candidate, language model features and confidence statistics

are extracted from its OCR text output.
3. Candidate ranking — This stage ranks the candidates according to their correctness probabil-

ity, and selects the highest ranked candidate as the image to subsequent module, or the text

to the post-correction task in case it is the last module.

10
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Figure 3.1: Image Enhancement Implementation

3.1 Image Enhancement Candidate Generation

The candidates are generated based on a set of image processing algorithms and thresholds we
found had positive effect on the corpus’ OCR accuracy. Finding this set required an evaluation
of the potential gain of every algorithm. We benchmarked the performances of a large set of
algorithms that are commonly used for OCR pre-processing, tuned their parameters and chose
several configurations for each algorithm type i that produced the highest gains, which we denote

by set X;. For example, in Figure B, X; for the scale algorithm type is represented as follows:
Xi—scale = {(NearestNeighbors,1.5),(NearestNeighbors,?2), (Bicubic,1.5)}

In order to comply with the metric of improving the average accuracy, finding X required to solve

an optimization problem that can be formulated as follows:

maximize Z accuracy(doc|X;)
i docEtraining-set

subjectto  X; C {algorithm, j} Vi € Algorithm Type, ¥ j € Algorithm Configurations
|X:| <3

Algorithm Type={Scale, Binarization, Denoisment, Layout Analysis}

Notice that maximizing on each of the members of the set separately would produce a different
result, meaning that we do not necessarily choose the single most efficient algorithm, but a set that
has a high inner variance gain. The limitation to a set of order 3 is conditioned for calculation
purposes and empirical gain bounds. The approximation for Xjis obtained by trial and error and

stopped when reaching negligible accuracy improvements.

Each family of dependent methods or thresholds is implemented in a separate module, resulting

in a total of 4 modules. The following algorithm types and thresholds were applied:

11



1. Bicubic and K-Nearest-Neighbors methods, scaling from 1 to 3 with 0.25 stepsize.

2. Sauvola and threshold-based binarization algorithm, with thresholds varying from 100 to
250 with a step size of 25.

3. Image denoisement methods included 3 different filters: Mild, Median and None, enabled

in NovoVerus.

4. Layout analysis modes included a Simple, None and Complex modes, enabled in Novo Verus.

Based on the above close-to-optimal algorithm set, the candidate generation module applies this

set to the input image and extracts its text for the evaluation phase.

3.2 Candidate Selection

This stage evaluates the textual output from each of the image candidates at the final stage of every
module. The evaluation is based on a learned linear regression that ranks the candidates according
to their expected accuracy. This score does not necessarily have to be a normalized accuracy, but
as a language model score, assessing which textual output is more probable to occur. As for a

typical machine learning algorithm, we extract features and train a classifier upon them.

3.2.1 Feature Extraction

The language features are based on bigram occurences and frequencies, while confidence metrics
are given at the character level by the OCR engine as an internal metric. This raw feature is
aggregated to a document level statistic, which predicts the best the OCR accuracy. We compared

3 statistics for this task:

Z conf, char

1. Character average — Ogoc = W
oc||¢

a straightforward approach to estimate the
charedoc
document confidence-level.

min  conf.,,

L d .
2. Word average — G, = Z % matching more closely the accuracy mea-
wordedoc ” OCHW
sure, which is word-based and not character-based.

3. 0.8 character percentile — This approach ignores bias caused by outlying words with very

low confidence, which would be the result of wrong region identification. For example text

erroneously extracted from graphics, local deterioration or scanning problem.

12



3.2.2 Ranking

The ranker’s role is to select the most accurate image out of all the module’s images, that is, an
inner order for a small image set. Even though a comparative metric between the different image
instances should suffice for this task, we achieve this by the more general metric of the OCR
accuracy prediction. We train the OCR accuracy predictor on the labeled set for which we know
their real accuracy, and try different feature representation and models to achieve good results.
Every image is scored independently from all other images, including its enhancement candidates.
The loss-function the regression model is assessed upon is not the one that minimizes the mean-
square error compared to the real accuracy, but the accuracy loss of faulty ranking, that is the 0-1

loss its weighted for as formulated in the following equation:

minimize L(f,f) =f—f
p

where Sfaoe =~ max  accuracy(doc|image-candidate)
image-candidate

Faoe = accuracy(doc)

13



4 Text Correction Methodology

The OCR error model is vital in suggesting and evaluating candidates. At the heart of the error
model is a candidate generation for correction, based on a confusion matrix giving conditional
probabilities of character edits. The possible error corrections include the error types listed in
Section 2, except word detection problems, as the algorithm has no input image to correct. The

latter has to be addressed with image pre-processing or detection robustness.

We focus the discussion on the word level at a certain position in the text, which is obtained
by a standard tokenization of the OCR output text.

The error correction methodology comprises three stages:

1. Correction candidate generation — The original word is expanded by a confusion matrix and

a dictionary lookup, forming all together a correction-candidates vector.
2. Feature extraction — Features are extracted for each word in the vector.
3. Word classification — A two-stage classification process, where the first stage ranks the cor-

rection candidates according to their correctness probability at this position, while the sec-

ond selects the most probable between the original word and the highest-ranked candidate.

4.1 OCR Text Tokenization
In order to structure the OCR text to enable correction at a word level, the text is tokenized by

a standard space delimiter tokenizer. This phase also parses the word recognition confidence

produced by the OCR engine, forming a first level feature extraction.

4.2 Correction-Candidate Generation

This module is designed to generate correction candidates for a tokenized word in accordance with

an observed OCR error model.

14



4.2.1 Modeling OCR errors

In order to model errors, we build a noisy channel to learn how OCR corrupts single characters
or character segments. We align the ground truth image document to its respective OCR text at
word-level, and for each pair of words we calculate their Levenshtein distance. This alignment
includes segmentation errors in case the noisy channel detects a single word that was split into
two. For each erroneous word we issue a segment correction instance, as can be seen in Appendix
B. For example, given the aligned pairs (tlne, the), (amual, annual), the correction instances issued
are: In — h, m — nn. Subsequently, these instances are aggregated to a weighted confusion
matrix, as shown in Appendix Bl.

The error model we implement supports the correction of erroneous character segmentation
and recognition, as well as word segmentation. The former is handled by supporting primi-
tive 1-Levenshtein distance? [173] plus 2:2 alignments, the latter by whitespace edition (deletion
and insertion). Another way of formulating the error class is all 1-Levenshtein distance, plus
2-Levenshtein distance restricted to consecutive character edition. The limitation to primitive
1-Levenshtein distance plus 2:2 alignments corrections was based upon their relative ease of gen-
eralization, implied by the error class high proportion and recurrence in the erroneous word set, as

well as its ease of implementation.

Specific care is given to segmentation errors, also known as spacing errors, when a whitespace
character is omitted between two words or erroneously inserted between two characters in a sin-
gle word. This error class is harder to generalize as segmentation errors are much more affected
by text alignment and fonts than by preceding and following characters. Despite that, the cor-
rection segment for erroneous whitespace omission is comprised of the preceding and following
characters, and its correction segment would insert the whitespace between both. For example the

aligned pair (thegreat, the great) will issue a correction instance of: eg —> e g.

4.2.2 Generating Candidates

We use the confusion matrix to expand a tokenized word into its possible corrections, forming
all together the correction-candidates vector. The candidate generation is rule-base, where every
character segment in a word is looked up in the confusion matrix and replaced by a possible
segment correction. An example of the generation process can be seen in Table B, while the

confusion matrix XML representation can be seen in Figure Bl

4.3 Candidate Ranking

The ranker’s role is to produce an ordered word vector of correction candidates, calculating a score

for each correction candidate, which correlates with how probable a correction is at a specific

! Based on modified Levenshtein distance where further primitive edit operations (character merge and split) are used,
also known as 2:1 and 1:2 alignments.
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Table 4.1: Example of the correction candidates generation
tlna | grael | wollof | Chima
Correction candidates | the | great | walof | Cbina
tlme | greet | wall of | Chna
OCR text tlne | graat | wallof | China

<wrongSegment segment="a">
<correction popularity="20">e</correction>
<correction popularity="3">o</correction>
</wrongSegment>
<wrongSegment segment="h">
ty="12">b</correction>
<correction popularity="5">li</correction>
</wrongSegment>

<correction populari

Figure 4.1: Example XML representation of a confusion matrix

position. Every candidate is scored independently from all others in the word vector; then this
candidate is compared to all the other correction-candidates. This stage does not take into account

the original OCR output, as it has different features and will be considered in a secondary stage.

As a preliminary stage, the input vector is cleaned from all its non-dictionary words. As the
dictionary is based on a large corpus, this procedure has only a negligible deleterious effect, while

throwing away a considerable amount of irrelevant candidates hence facilitating the scoring task.

In a secondary stage the word score is calculated by a trained regression model using the

word’s features as input.

4.3.1 Feature Extraction

The following features are extracted at word-level:

e Confusion weight — The weight attribute of the corruption-correction pair in the confusion
matrix, which is the number of occurrences of this pair calculated by the noisy channel on
the training set. This feature reflects the OCR engine’s specific error model, very much

affected by the characters’ graphical resemblence.

e Unigram frequency — The unigram document frequency, providing a thematic domain and
language feature independent of adjacent words or document context.

e Backward/Forward bigram frequency — The maximal document frequency of the bigram
formed by a correction candidate and any candidate at the preceding/following position.
This feature is valuable as it contains an intersection between language model and domain
context, but is non-existent for many of the bigrams and is redundant if one of the unigrams

does not exist. Although the bigrams should have been calculated in comparison to all the
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Table 4.2: Example of a training vector for the OCR word “graat”

. . Backward Forward
. Confusion Unigram . .
Candidates . bigram bigram Output
weight frequency

frequency frequency

graat — great 41 (a—e) 17,222 1,238 3
(great) (the great) (great wall)

raat — greet > 3,124 27 0
& & (aa—ee) (greet) (the greet) (greet wall)

correction candidates, it was taken only on the OCR output due to calculation complexity
and the relative rarity of sequential word errors. Furthermore, we set a cutoff frequency to

overcome performances issues in the extraction stage.

No subsequent normalization procedure had to be made in order to linearize the feature effect for
later linear regression modeling. In other words, the confusion weight behaves linearly, as well
as the term frequency features that proportionally promote frequent corrections relative to their

appearance in a similar corpus. Table B2 demonstrates the candidates feature extraction result.

4.3.2 Ranking

The ranker is trained from the OCR erroneous word set. Note that this set comprises solely words
with extended single-error misspellings, words that the candidate generator supposedly generates.
We used the training words to generate their correction-candidates vector and with their extracted
features, with the single correct candidate marked with a positive output, as can be seen in Table
2.

The appending of these vectors creates a large training set used to create a regression model
that attributes a continuous score to every correction candidate. This model is used to rank the

correction-candidate vector and to sort it in descending order.

The choice of a ranker over a classifier was made to permit further applications of the ranked
vector, such as outputting several words for information retrieval purposes or using them in a
secondary correction process as we did. The scores could also be used to evaluate the process

itself or to expose the correction confidence to the user.

4.4 Correction Decision Making

The correction decision maker is a classifier that decides whether a replacement should be made
of the OCR word with its highest ranked correction-candidate. Such a replacement is made in case
the candidate is more likely to be the correct word at this position, as represented in Table E3. We

will refer to the OCR word and its highest-ranked correction-candidate as an “correction pair”.
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Table 4.3: A schematic example of a correction decision training observation

Correction Inverse proportions OCR Confusion ..
. . Decision
pair confi- weight
dence
(OCR word, | unigram | backward | forward term fre-
top candidate) bigram bigram quency
| (graatgreat) [ 100 10,000 20,000 500 0.4 15 1

4.4.1 Feature Extraction

The decision is calculated by a trained regression model using the correction pair features as input:

e Confidence — An OCR output metric at a character level, which is generalized to a word

level by taking the minimal confidence of the characters forming the word.

e Term frequency — The term frequency in the document, calculated by its frequency in the

OCR text. This gives document level contextual information, as words forming a document

tend to repeat themselves. A common problem of this feature is its bias to consistent OCR

mistakes, thus it must be dealt with precaution.

e Proportional dictionary features — The same feature as used above. The proportion metric

was included in order to adapt the features to comparative features that have a linear sense.

A simple smoothing method was used to handle null-occurrences.

4.4.2 Decision Making

The correction decision is made by a model trained on the total transcribed corpus of correction

pairs. Pairs with erroneous OCR word and correct candidate were marked with a positive output,

as shown in Table B3, indicating that these cases are suitable for replacement.
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S5 Testing the Model

The model was tested on 50 articles containing a total of 22,000 words. The evaluation of the
method was done by a ceiling analysis to understand the performance of every phase indepen-

dently, as well as a conclusive evaluation for the entire process.

5.1 Image Enhancement

In order to reach the maximal gain of this stage, we need first to see what algorithm settings can
bring an accuracy improvement for some of the documents, and, second, to check if we can predict

which of the document processing methods is better, namely predicting its accuracy.

5.1.1 Selecting the Algorithms and Thresholds

We ran each of the algorithms proposed in the previous chapter iteratively with different thresh-
olds, saving their accuracy at the document level. An exemplar output of such iterations are pre-
sented in Figure B and Figure B7, in which solely positive gains should be considered; to be
noted, these improvements have a large variance, induced by few documents with a considerable
improvements, while the rest of the corpus’ accuracy remains unaffected or decreases. A first
threshold screening selected the thresholds with significant potential gain, that is, summing up its
positive gains. In order to find the most efficient algorithm set, we solve the optimization problem
for each module, that is algorithm family, by calculating the gains of the combinatoric possible

sets of power 3.

The approximated improvement of the scale module, which is the solution to the problem
maximization presented in Chapter 3, can be seen in Figure B3 in a per article view. Out of the
211 training articles 87 had some improvement, leading to an average of absolute 5.6% accuracy
improvement on the dataset, which is significantly high. Most of this gain is related to articles
with an exceptional improvement, and not an average improvement, and as such this average
improvement accuracy should be taken with care as it is very sensitive to the data. A conclusive
performance table can be seen in Table B7Il. Note that every module runs independently from the
other, implying that the overall gain is not the summation of the different modules. An impirical
analysis is shown in Section B3.
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Figure 5.1: Accuracy difference per document. Algorithm = Bi-cubical Scale, Threshold = 1.5.
As a single algorithm it was found to have the largest average positive gain of an absolute 4.8%
accuracy gain, namely almost 30% WER decrease.
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Figure 5.2: Accuracy difference per document. Algorithm = Bi-cubical Scale, Threshold = 2.25.
Average positive gain is 4.0%.

As the two last modules did not have much of accuracy gain, we decided to omit them, reducing
the processing time and code complexity.

5.1.2 Calculating the Language Model Score

The text confidence information is given by the OCR engine at a character level, so a first stage
assessed the accuracy prediction of different statistics to find which of these represents best a
document confidence. We used a set of likely statistics, as presented in Section BEZZ1l. The results
were similar one to another, implying that there is not much information gain playing with this
statistic, hence we selected the word-average statistic for simplicity reasons, as it will also be used
later on during the text post-correction process. We calculated a simple linear regression to predict
the document accuracy, and discontinued the work on the additional bigram feature, as it had a

negligible improvement potential. The loss functions demonstrate the model’s efficiency in Table
B
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Figure 5.3: Improvement gain per document. Algorithm = Bi-cubical Scale, Threshold =
argmax(Accuracy(threshold)). Average positive gain is 5.6%.

5.2 Text Correction

This stage assumes the OCR text of the optimal image as input, not implying any obligation for
the first stage to occur for the lexical correction, but rather to present the results in a standardized

way.

The method is a pipe of 3 subsequent modules that can be seen as a funnel that narrows down
from the correction-candidate generation through the ranking of these words to the classifier that
decides of the replacement of the original word with the highest ranked correction candidate.
Therefore, these stages are evaluated independently, allowing a ceiling analysis for ongoing im-

provements.

5.2.1 Retrieving the Correct Word

An analysis of the error type distribution on the test set demonstrates that 60% of the erroneous
words had been retrieved in their correct spelling in the correction-candidate generation process.
The non-corrected words either did not belong to primitive 1-Levenshtein misspellings, or their
correction instance did not occur in the training set. This fair result suggests that the OCR errors
belong to a wider error set than the one trained on and can be attributed to random text variability,
such as noise or deterioration, or to the existance of low graphical resemblence between large sets
of characters.

The confusion matrix that models the OCR errors, which is a representation of the OCR en-
gine’s error model, tells us a lot about our corpus and OCR engine. As can be seen in Appendix
B, the matrix is sparse. The confusion weights distribution is very characteristic: every character
has a small subset of characters they’ve ever been confused with (explaining O-sparsity), out of
which a smaller subset, up to 4 characters, has relatively high weights and represent the graphic-
similar characters. The rest of the subset is larger, and is comprised of characters that have been
confused only a single time (1-sparsity), a type of fault that is hard to train for as they are replace-

ments with weak patterns and as such will have a weak signal in the ranking process. Faulty word
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Figure 5.4: Average recall on erroneous words as function of correction-candidates

segmentation is especially sparse, reasoning to think that a straightforward approach that splits or
concatenates words and looks them up in the dictionary would improve the process. A further
analysis of this matrix shows that more than 85% of the errors occur more than once, half of the
errors belong to the class of character substitution, 30% character deletion or insertion, 10% 2:1

and 1:2 alignments and 10% spacing errors.

This result sets an upper bound to the correction efficiency, that would be reached only if the
subsequent correction tasks, namely ranking and correction decision, are fully efficient. Improving
it could be acquired by enlarging the training set or by generating candidates by an additional fuzzy

logic against a dictionary or a trigram dictionary to retrieve possible word completions.

5.2.2 Candidate Ranking

The preliminary dictionary lookup qualification stage leaves on average 30 candidates to rank for
a typical word as above, as the non-dictionary words are left out.

We tried various ranking techniques on our training set and validated the results using a vali-
dation set. A logistic regression model outperformed other models, yielding the results shown in
Figure B4.

Calculated for words that have a valid candidate, the best model is able to find the proper
correction within the top 5 proposed candidates for 90% of the words, and within the highest
ranked candidate for 64% of the words. This result is lower than expectations and it seems the
model does not exploit the the existence of the word’s bigrams as feature. Rarely an erroneous
candidates have a left or right bigram in the dictionary, while correct candidates frequently do, as
suggested in B2Z3. Improving this result may be achieved by a better model, such as a non-linear
one, or by expanding the training set in order to enhance the confusion weight feature. Another
way to overcome this caveat is taking into account more than the top candidate and cancelling the
next phase. The text output would contain multiple words on the same position, complying with

the goal of improving retrievabiliy on image documents.
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Figure 5.5: Accuracy over the test set

5.2.3  Correction Decision Making

Table B3 reports the decision model performance over all words in text. The critical factor in this
stage is the false positive rate, namely rejecting a correct OCR word in favor of its correction-
candidate, as most of OCR words are correct and such rejections would significantly harm the
reliability of the method. Therefore, the trained model gives preference to false positive rate
diminution over false negative diminution. The main reason for this excellent result, implying a
very efficient classification model, is the bigram proportion feature. In case left or right bigram
exists, as occurs in vast majority of cases on correct words thanks to the large corpus on which
is based our language model, the respective feature has a high impact on the classifier and would
generally lead to a righteous correction.

5.3 Overall Results

An overall representation of the results over the test set is shown in Figure B3. The baseline OCR
text WER on the test collection is 16.5% on average; applying image enhancement reduces it to
10.4%, while applying on top of that the text correction results to a 7.3% WER, reducing the
overall error by over than 50%. This is a considerable improvement given that improvement is
harder as WER gets lower. This relative accuracy improvement suggests that this method belongs
to the state-of-the-art algorithms for OCR correction. A further examination of the uncorrected
errors demonstrates that most originate from deteriorated zones or significant inaccuracies in OCR
recognition. The rigorous implementation of the image enhancement and lexical correction meth-
ods, shown in [8] and other works presented in the background, and especially their combination

by machine-learning techniques, bring most of the additive improvement gains suggested in these.

Image enhancement improves almost twice as much compared to lexical correction. That can
be explained by the fact that improving input is generally better than correcting the output, as
information is added to the process and exploited in the subsequent OCR tasks. The overall results
of the image enhancement demonstrates that the algorithms family are rather dependent by the fact

that the overall accuracy gain is not very close to the addition of its two modules, 5.7% vs 7.3%.

23



The ceiling analysis for the lexical correction clearly designates the correction candidate gen-
eration as a weak link, due to the fact that it does not handle out of primitive 1-Levenshtein mis-
spellings, as well as its relatively low generalization on specific error type, such as spacing errors,
missing in total more than 35% of the true candidates in their generation process. Adding other
correction methods to the current noisy channel one, training based as well as unsupervised meth-
ods, would greatly improve the overall process. The ranker could also be improved by working
on its accuracy for the highest ranked candidates, as for 35% of erroneous words their correction
is among the top 5 ranked candidates but does not make it to the top candidate, which is the only
one to make it to the subsequent correction decision. As the current model gives a sufficient result
for the top 5 ranking, one may suggest keeping all the top corrections for retrieval tasks. The
correction decision maker is effective; with its large training set and indicative features one can

expect similar results for different datasets.
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Table 5.1: Algorithm Set Selection with Average Accuracy Gain

Module Algorithm [:Threshold] Avg. Accuracy Gain
Scale Default:1, Bicubical:1.5, Bicubical:2.25 5.6%
Binarization Default, Sauvola:170, Sauvola:230 1.7%
Denoisement Default:none, Mild, Median 0.8%
Layout Analysis Default:none, Simple, Complex 0.7%

Table 5.2: Performance of the image candidate classifier

Selection of most performant image candidate
Using 0-1 Loss 13/211
Using Avg. Weighted Loss 0.4%

Table 5.3: Performance of the decision model for word correction

OCR word is actually

correct incorrect
Reject OCR word 2% 94%
Accept OCR word | 98% 6%
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6 Conclusions

This work examined the use of machine-learning techniques for improving OCR accuracy by using
the combination of a number of features to enhance an image for OCR and to correct misspelled
OCR words. The relative independence of the features, issuing from the language model, OCR
model and document context, enables a reliable spelling model that can be trained for many lan-
guages and domains. The results of the experiment on Arabic OCR text show an improvement in
accuracy for every additional feature, implying the superiority of our multi-feature approach over
traditional single-feature approaches that most spelling correction techniques rely on. We can infer
from the bigram feature significance that the contextual word completion is a reliable method for
a machine as well for the human eye. Lastly, we would like to emphasize the similarity between
image enhancement and text correction. Even though both are considered unrelated domains, viz.
vision and language, this work and its results demonstrate the mutual significance of the two and
mostly the ability to apply a similar correction methodology to both.

For future work, correction-candidate generation and ranking improvements need to be con-
sidered further—as implied by the ceiling analysis, while it can be inferred that the image en-
hancement reached its improvement potential. The caveat of the text correction is the correction-
candidate generation based on the confusion matrix. The matrix sparsity in the word segmentation
can be fairly easily be generalized to any word by splitting and concatenating every word or bi-
gram, and adding them as correction candidates. A further improvement of candidate correction
logic could be achieved by an unsupervised process, facilitating and generalizing the training task
without having to rely on an annotated ground truth. Such candidate generation could be achieved
by a dictionary-based expansion using a fuzzy unigram logic or a “gap 3- gram” to generate cor-
rection candidates based on conditional left and right neighbors [[II]. Another and more recent
method could be the usage of word embeddings, such as Word2Vec or GloVe trained on a large
OCR corpus, to find word similarities between erroneous words and their correction. A less sig-
nificant improvement could be achieved in candidate ranking by building more complex models

than the linear one.

The strength of this method is its ability to “squeeze” the performance of any out-of-the-
box OCR engine. Although new OCR methods based on deep learning techniques are emerging
and start to commercialize, taking a step further the standard OCR engines’ accuracy, a sample
testing [@l] showed that these state-of-the-art techniques only compare to the results presented in
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this work, while a combination of this method to these recent techniques may bring even further

improvement.
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B Confusion Matrix Excerpt

Descriptior CorrectNormalizedWord OcrNormalizedWord
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Figure B.1: Noisy Channel output for an article

«£?xml wversion="1.0" encoding="utf-8"?>
Fle<config xmlns:xsi="http://www.w3.0rg/2001/¥MLSchena-instance" xmlns:xsd="http://www.w3.
“<miztake type=”latter sub=sititution">
<mistake tvpe="letter insertion">

<mistake type="letter deletion">

<mistake type="one letter to two'>

<mistake tvpe="two letters to one">

</config> Figure B.2: Confusion Matrix Error Types
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<?xml version="1.0" encoding="utf-8"7?>

<config xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance" xmlns:xsd=

"http://www.w3.0rg/2001/XMLSchema">
<mistake type="letter subsititution">

<wrongSegment string=",4">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="56">j </correctSegment>
popularity="8">|</correctSegment>
popularity="7">0</correctSegment>
popularity="6">g</correctSegment>
popularity="5">j)</correctSegment>
popularity="4">34</correctSegment>
popularity="3">s</correctSegment>
popularity="3">J</correctSegment>
popularity="3">d</correctSegment>
popularity="2">@</correctSegment>
popularity="2">d</correctSegment>
popularity="1">b</correctSegment>
popularity="1">s</correctSegment>
popularity="1">p</correctSegment>
popularity="1">3</correctSegment>
popularity="1">3y</correctSegment>
popularity="1">z</correctSegment>

<wrongSegment string="J">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="6">es</correctSegment>
popularity="6">d</correctSegment>
popularity="4">|</correctSegment>
popularity="3">J</correctSegment>
popularity="2">g</correctSegment>
popularity="2">34</correctSegment>
popularity="2">s</correctSegment>
popularity="1">g¢</correctSegment>
popularity="1">3y</correctSegment>
popularity="1">z</correctSegment>
popularity="1">gp</correctSegment>
popularity="1">gz</correctSegment>
popularity="1">¢</correctSegment>
popularity="1">0</correctSegment>
popularity="1">pa</correctSegment>
popularity="1">&</correctSegment>
popularity="1">s</correctSegment>

<wrongSegment string="3">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="36">s</correctSegment>
popularity="14">&</correctSegment>
popularity="13">g</correctSegment>
popularity="2">|</correctSegment>
popularity="2">3y</correctSegment>
popularity="2">pa</correctSegment>
popularity="2">)</correctSegment>
popularity="1">es</correctSegment>
popularity="1">&</correctSegment>
popularity="1">J</correctSegment>
popularity="1">d</correctSegment>
popularity="1">u</correctSegment>
popularity="1">z</correctSegment>




D:\Google Drive\JPRESS CODE\Bareket4Bidul\Bareket.Training\Output\E-mi: y\Arabic\

alt.xml

00:00 2016 "aiopix 25 'whw ot

<wrongSegment string="g">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="49">0</correctSegment>
popularity="15">y</correctSegment>
popularity="10">os</correctSegment>
popularity="10">&</correctSegment>
popularity="9">J</correctSegment>
popularity="9">z</correctSegment>
popularity="7">I</correctSegment>
popularity="7">jy</correctSegment>
popularity="6">a</correctSegment>
popularity="6">y</correctSegment>
popularity="4">s</correctSegment>
popularity="3">g</correctSegment>
popularity="2">3</correctSegment>
popularity="2">w</correctSegment>
popularity="2">4</correctSegment>
popularity="2">d</correctSegment>
popularity="2">d</correctSegment>
popularity="1">G34</correctSegment>
popularity="1">z</correctSegment>
popularity="1">@</correctSegment>

<wrongSegment string="os">

<correctSegment

<correctSegment

<correctSegment
</wrongSegment>

popularity="2">g</correctSegment>
popularity="1">s</correctSegment>
popularity="1">0</correctSegment>

<wrongSegment string="g">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="32">z</correctSegment>
popularity="19">¢</correctSegment>
popularity="9">0</correctSegment>
popularity="6">g</correctSegment>
popularity="6">pa</correctSegment>
popularity="2">y</correctSegment>
popularity="1">s</correctSegment>
popularity="1">J</correctSegment>
popularity="1">b</correctSegment>

<wrongSegment string="4&">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="27">a</correctSegment>
popularity="9">a</correctSegment>
popularity="6">g</correctSegment>
popularity="6">y</correctSegment>
popularity="5">0</correctSegment>
popularity="5">|</correctSegment>
popularity="3">J</correctSegment>
popularity="3">¢</correctSegment>
popularity="3">3</correctSegment>
popularity="3">¢</correctSegment>
popularity="2">s</correctSegment>
popularity="2">j</correctSegment>
popularity="2">z</correctSegment>
popularity="1">b</correctSegment>
popularity="1">s</correctSegment>
popularity="1">z</correctSegment>
popularity="1">34</correctSegment>
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<wrongSegment string="}">
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=

</wrongSegment>

<wrongSegment string="a&">
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=

</wrongSegment>

<wrongSegment string="J">
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=
<correctSegment popularity=

</wrongSegment>

<wrongSegment string="s">
<correctSegment popularity=

"55"> y</correctSegment>
"1">s</correctSegment>
"1">J</correctSegment>
"1l">o</correctSegment>
"1">d</correctSegment>
"1">g4</correctSegment>
"1l">y</correctSegment>
"1">¢</correctSegment>

"40">s</correctSegment>
"39">4</correctSegment>
"32">y</correctSegment>
"18">g</correctSegment>
"17">3d</correctSegment>
"11">J</correctSegment>
"6">s</correctSegment>
"5">¢</correctSegment>
"4">3</correctSegment>
"4">a</correctSegment>
"2">u</correctSegment>
"2">¢</correctSegment>
"1">g¢</correctSegment>
"1">d</correctSegment>
"1">w</correctSegment>
"1">|</correctSegment>
"1">d</correctSegment>
"l">z</correctSegment>
"1">p</correctSegment>
"1">b</correctSegment>

"16">|</correctSegment>
"10">y</correctSegment>
"9">uy</correctSegment>
"6">3</correctSegment>
"6">0</correctSegment>
"6">s</correctSegment>
"5">a</correctSegment>
"4">y</correctSegment>
"4">g</correctSegment>
"4"> g</correctSegment>
"4">d</correctSegment>
"3">o</correctSegment>
"2">y</correctSegment>
"2">g</correctSegment>
"2">G§</correctSegment>
"1">¢</correctSegment>
"1">b</correctSegment>
"1l">pz</correctSegment>
"1">s</correctSegment>
"1">p</correctSegment>
"1">@</correctSegment>

"4">J</correctSegment>
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<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="4">es</correctSegment>
popularity="4">a</correctSegment>
popularity="3">d</correctSegment>
popularity="3">y</correctSegment>
popularity="3">y</correctSegment>
popularity="3">jy</correctSegment>
popularity="3">3</correctSegment>
popularity="2">|</correctSegment>
popularity="2">g</correctSegment>
popularity="2">p</correctSegment>
popularity="1">d</correctSegment>
popularity="1">&</correctSegment>
popularity="1">g</correctSegment>
popularity="1">w</correctSegment>
popularity="1">@</correctSegment>
popularity="1">s</correctSegment>

<wrongSegment string="g">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="51">¢</correctSegment>
popularity="4">|</correctSegment>
popularity="2">3y</correctSegment>
popularity="1">d</correctSegment>
popularity="1">a</correctSegment>
popularity="1">G34</correctSegment>
popularity="1">s</correctSegment>

<wrongSegment string="gz">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="48">z</correctSegment>
popularity="5">¢</correctSegment>
popularity="4">¢</correctSegment>
popularity="4">a</correctSegment>
popularity="3">3y</correctSegment>
popularity="2">g</correctSegment>
popularity="2">d</correctSegment>
popularity="1">J</correctSegment>
popularity="1">3§</correctSegment>
popularity="1">s</correctSegment>
popularity="1">&</correctSegment>
popularity="1">s</correctSegment>
popularity="1">d</correctSegment>
popularity="1">@</correctSegment>
popularity="1">g</correctSegment>

<wrongSegment string="bL">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="9">b</correctSegment>
popularity="1">s</correctSegment>
popularity="1">a</correctSegment>
popularity="1">d</correctSegment>

<wrongSegment string="g">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="26">p</correctSegment>
popularity="16">a</correctSegment>
popularity="2">s</correctSegment>
popularity="1">¢</correctSegment>

<wrongSegment string="g">

<correctSegment

popularity="9">a</correctSegment>
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<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment

popularity="4">3y</correctSegment>
popularity="3">g¢</correctSegment>
popularity="3">g</correctSegment>
popularity="2">u</correctSegment>
popularity="2">8</correctSegment>
popularity="2">y</correctSegment>
popularity="2">|</correctSegment>
popularity="1">&</correctSegment>
popularity="1">y</correctSegment>
popularity="1">es</correctSegment>
popularity="1">s</correctSegment>
popularity="1">s</correctSegment>
popularity="1">3</correctSegment>
popularity="1">@</correctSegment>
popularity="1">p</correctSegment>

<correctSegment popularity="1">p</correctSegment>
<correctSegment popularity="1">d</correctSegment>
<correctSegment popularity="1">J</correctSegment>

</wrongSegment>

<wrongSegment string="/1">
<correctSegment popularity="42">¢</correctSegment>
<correctSegment popularity="33">g</correctSegment>
<correctSegment popularity="28">J</correctSegment>
<correctSegment popularity="22">os</correctSegment>
<correctSegment popularity="16">g4</correctSegment>
<correctSegment popularity="13">y</correctSegment>
<correctSegment popularity="6">s</correctSegment>
<correctSegment popularity="3">w</correctSegment>
<correctSegment popularity="3">a</correctSegment>
<correctSegment popularity="2">jy</correctSegment>
<correctSegment popularity="2">u</correctSegment>
<correctSegment popularity="2">d</correctSegment>
<correctSegment popularity="2">p</correctSegment>
<correctSegment popularity="2">d</correctSegment>
<correctSegment popularity="2">g</correctSegment>
<correctSegment popularity="1">b</correctSegment>
<correctSegment popularity="1">¢</correctSegment>
<correctSegment popularity="1">G3§</correctSegment>
<correctSegment popularity="1">z</correctSegment>

</wrongSegment>

<wrongSegment string="a">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment

popularity="15">g</correctSegment>
popularity="10">o</correctSegment>
popularity="10">I</correctSegment>
popularity="9">4y</correctSegment>
popularity="8">u</correctSegment>
popularity="7">¢</correctSegment>
popularity="4">J</correctSegment>
popularity="3">d</correctSegment>
popularity="2">y</correctSegment>
popularity="2">3</correctSegment>
popularity="2">w</correctSegment>
popularity="1">@</correctSegment>
popularity="1">u</correctSegment>
popularity="1">s</correctSegment>
popularity="1">z</correctSegment>
popularity="1">p</correctSegment>
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<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="1">j)</correctSegment>
popularity="1">z</correctSegment>
popularity="1">p</correctSegment>
popularity="1">s</correctSegment>

<wrongSegment string="g">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="35">a</correctSegment>
popularity="25">as</correctSegment>
popularity="23">g</correctSegment>
popularity="12">0</correctSegment>
popularity="9">J</correctSegment>
popularity="7">es</correctSegment>
popularity="7">4</correctSegment>
popularity="6">g</correctSegment>
popularity="5">a</correctSegment>
popularity="5">s</correctSegment>
popularity="5">3</correctSegment>
popularity="4"> </correctSegment>
popularity="4">w</correctSegment>
popularity="3">|</correctSegment>
popularity="2">d</correctSegment>
popularity="2">34</correctSegment>
popularity="1">j</correctSegment>
popularity="1">z</correctSegment>
popularity="1">z</correctSegment>
popularity="1">gz</correctSegment>

<wrongSegment string="b">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="5">8</correctSegment>
popularity="5">J</correctSegment>
popularity="3">s</correctSegment>
popularity="3">a</correctSegment>
popularity="2">3y</correctSegment>
popularity="2">@</correctSegment>
popularity="2">u</correctSegment>
popularity="2">s</correctSegment>
popularity="1">d</correctSegment>
popularity="1">es</correctSegment>
popularity="1">G3§</correctSegment>
popularity="1">|</correctSegment>

<wrongSegment string="gp">

<correctSegment
<correctSegment
<correctSegment

popularity="17">a</correctSegment>
popularity="3">y</correctSegment>
popularity="2">p</correctSegment>

<correctSegment popularity="2">jy</correctSegment>
<correctSegment popularity="2">8</correctSegment>
<correctSegment popularity="1">o</correctSegment>
<correctSegment popularity="1">&</correctSegment>
<correctSegment popularity="1">w</correctSegment>
<correctSegment popularity="1">g</correctSegment>
<correctSegment popularity="1">J</correctSegment>
<correctSegment popularity="1">s</correctSegment>
</wrongSegment>
<wrongSegment string="+">
<correctSegment popularity="18">|</correctSegment>
<correctSegment popularity="7">y</correctSegment>
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<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="3">¢</correctSegment>
popularity="2">g</correctSegment>
popularity="2">3y</correctSegment>
popularity="2">J</correctSegment>
popularity="1">d</correctSegment>
popularity="1">2</correctSegment>
popularity="1">4</correctSegment>

<wrongSegment string="g">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="40">1</correctSegment>
popularity="7">pa</correctSegment>
popularity="5">¢</correctSegment>
popularity="3">0</correctSegment>
popularity="3">y</correctSegment>
popularity="3">g</correctSegment>
popularity="2">es</correctSegment>
popularity="2">s</correctSegment>
popularity="2">s</correctSegment>
popularity="1">w</correctSegment>
popularity="1">J</correctSegment>
popularity="1">z</correctSegment>
popularity="1">3</correctSegment>
popularity="1">34</correctSegment>

<wrongSegment string="o">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="35">g</correctSegment>
popularity="8">a</correctSegment>
popularity="6">J</correctSegment>
popularity="6">|</correctSegment>
popularity="4">4y</correctSegment>
popularity="3">d</correctSegment>
popularity="3">z</correctSegment>
popularity="2">w</correctSegment>
popularity="2">8</correctSegment>
popularity="2">z</correctSegment>
popularity="1">&</correctSegment>
popularity="1">G34</correctSegment>
popularity="1">jy</correctSegment>
popularity="1">d</correctSegment>
popularity="1">es</correctSegment>

<wrongSegment string="j">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="5">j</correctSegment>
popularity="4">w</correctSegment>
popularity="3">u</correctSegment>
popularity="3">y</correctSegment>
popularity="2">3y</correctSegment>
popularity="2">J</correctSegment>
popularity="2">s</correctSegment>
popularity="1">z</correctSegment>
popularity="1">|</correctSegment>
popularity="1">g¢</correctSegment>
popularity="1">e</correctSegment>
popularity="1">¢</correctSegment>

<wrongSegment string="os">

<correctSegment

popularity="25">a</correctSegment>
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<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="24">g</correctSegment>
popularity="14">I</correctSegment>
popularity="5">3y</correctSegment>
popularity="3">d</correctSegment>
popularity="3">y</correctSegment>
popularity="3">jy</correctSegment>
popularity="3">u</correctSegment>
popularity="2">g</correctSegment>
popularity="2">s</correctSegment>
popularity="2">d</correctSegment>
popularity="2">a</correctSegment>
popularity="1">s</correctSegment>
popularity="1">p</correctSegment>
popularity="1">G3§</correctSegment>
popularity="1">3</correctSegment>
popularity="1">w</correctSegment>
popularity="1">J</correctSegment>
popularity="1">g</correctSegment>

<wrongSegment string="gG">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="32">d</correctSegment>
popularity="10">&</correctSegment>
popularity="5">s</correctSegment>
popularity="4">a</correctSegment>
popularity="3">g</correctSegment>
popularity="3">¢</correctSegment>
popularity="3">y</correctSegment>
popularity="2">|</correctSegment>
popularity="2">3d</correctSegment>
popularity="2">s</correctSegment>
popularity="2">4</correctSegment>
popularity="2">z</correctSegment>
popularity="1">p</correctSegment>
popularity="1">s</correctSegment>
popularity="1">d</correctSegment>
popularity="1">y</correctSegment>

<wrongSegment string="&">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
</wrongSegment>

popularity="8">u</correctSegment>
popularity="4">s</correctSegment>
popularity="2">0</correctSegment>
popularity="1">d</correctSegment>
popularity="1">3y</correctSegment>
popularity="1">g</correctSegment>

<wrongSegment string="3">

<correctSegment
<correctSegment
</wrongSegment>

popularity="4">y</correctSegment>
popularity="1">j</correctSegment>

—nEn

<wrongSegment string="g">

<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment
<correctSegment

popularity="11">4</correctSegment>
popularity="7">w</correctSegment>
popularity="5">s</correctSegment>
popularity="4">pa</correctSegment>
popularity="4">s</correctSegment>
popularity="3">d</correctSegment>
popularity="2">y</correctSegment>
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<correctSegment popularity="2">p</correctSegment>
<correctSegment popularity="2">s</correctSegment>
<correctSegment popularity="2">g</correctSegment>
<correctSegment popularity="1">d</correctSegment>
<correctSegment popularity="1">8</correctSegment>
<correctSegment popularity="1">¢</correctSegment>
<correctSegment popularity="1">J</correctSegment>
<correctSegment popularity="1">u</correctSegment>

</wrongSegment>

<wrongSegment string="g">
<correctSegment popularity="1">z</correctSegment>

</wrongSegment>

<wrongSegment string="Y">
<correctSegment popularity="1">|</correctSegment>
<correctSegment popularity="1">1l</correctSegment>

</wrongSegment>

<wrongSegment string="¢">
<correctSegment popularity="4">a</correctSegment>
<correctSegment popularity="3">jy</correctSegment>
<correctSegment popularity="2">|</correctSegment>
<correctSegment popularity="2">es</correctSegment>
<correctSegment popularity="1">y</correctSegment>
<correctSegment popularity="1">d</correctSegment>

</wrongSegment>

<wrongSegment string="6">
<correctSegment popularity="1">|</correctSegment>

</wrongSegment>

<wrongSegment string="¥">
<correctSegment popularity="1">|</correctSegment>

</wrongSegment>

<wrongSegment string="g">
<correctSegment popularity="8">a</correctSegment>
<correctSegment popularity="5">g</correctSegment>
<correctSegment popularity="5">g</correctSegment>
<correctSegment popularity="4">g¢</correctSegment>
<correctSegment popularity="3">y</correctSegment>
<correctSegment popularity="2">0</correctSegment>
<correctSegment popularity="1">J</correctSegment>
<correctSegment popularity="1">s</correctSegment>
<correctSegment popularity="1">d</correctSegment>
<correctSegment popularity="1"></correctSegment>
<correctSegment popularity="1">8</correctSegment>
<correctSegment popularity="1">G3§</correctSegment>
<correctSegment popularity="1">p</correctSegment>
<correctSegment popularity="1">3</correctSegment>
<correctSegment popularity="1">|</correctSegment>

</wrongSegment>

<wrongSegment string="3">
<correctSegment popularity="12">I</correctSegment>
<correctSegment popularity="4">g</correctSegment>
<correctSegment popularity="3">3y</correctSegment>
<correctSegment popularity="1">J</correctSegment>
<correctSegment popularity="1">a</correctSegment>
<correctSegment popularity="1">s</correctSegment>
<correctSegment popularity="1">@</correctSegment>
<correctSegment popularity="1">G3§</correctSegment>

</wrongSegment>
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<wrongSegment string="z">
<correctSegment popularity="1">s</correctSegment>
</wrongSegment>
<wrongSegment string="s">
<correctSegment popularity="1">es</correctSegment>
<correctSegment popularity="1">|</correctSegment>
<correctSegment popularity="1">g</correctSegment>
<correctSegment popularity="1">g</correctSegment>
</wrongSegment>
<wrongSegment string="o">
<correctSegment popularity="1">4</correctSegment>
<correctSegment popularity="1">es</correctSegment>
</wrongSegment>
<wrongSegment stringz"i">
<correctSegment popularity="2">J</correctSegment>
<correctSegment popularity="1">&</correctSegment>
<correctSegment popularity="1">a</correctSegment>
<correctSegment popularity="1">u</correctSegment>
</wrongSegment>
<wrongSegment string="¢&">
<correctSegment popularity="2">y</correctSegment>
<correctSegment popularity="1">a</correctSegment>
</wrongSegment>
<wrongSegment string="$¢">
<correctSegment popularity="1">1l</correctSegment>
<correctSegment popularity="1">a</correctSegment>
</wrongSegment>
<wrongSegment string="g">
<correctSegment popularity="3">g</correctSegment>
</wrongSegment>
<wrongSegment string="">
<correctSegment popularity="1">g</correctSegment>
</wrongSegment>
<wrongSegment string="4">
<correctSegment popularity="1">8</correctSegment>
</wrongSegment>
<wrongSegment string="9">
<correctSegment popularity="1">es</correctSegment>
</wrongSegment>
<wrongSegment string="&">
<correctSegment popularity="1">d</correctSegment>
<correctSegment popularity="1">s</correctSegment>
<correctSegment popularity="1">d</correctSegment>
</wrongSegment>
<wrongSegment string="|">
<correctSegment popularity="1">g</correctSegment>
</wrongSegment>
<wrongSegment string="3">
<correctSegment popularity="1">J</correctSegment>
</wrongSegment>
<wrongSegment string="4">
<correctSegment popularity="2">s</correctSegment>
<correctSegment popularity="1">|</correctSegment>
</wrongSegment>
<wrongSegment string="z">
<correctSegment popularity="1">a</correctSegment>
</wrongSegment>
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<wrongSegment string="¢">

<correctSegment popularity="1">3</correctSegment>
</wrongSegment>

</mistake>
<mistake type="letter insertion">

<wrongSegment string="u.>">

<correctSegment popularity="2">ux</correctSegment>
</wrongSegment>
<wrongSegment string="J4i3">

<correctSegment popularity="2">uld</correctSegment>
</wrongSegment>
<wrongSegment string=" (">

<correctSegment popularity="1"> [|</correctSegment>
</wrongSegment>
<wrongSegment string="+s ">

<correctSegment popularity="10">s </correctSegment>
</wrongSegment>
<wrongSegment string="gs ">

<correctSegment popularity="3">y </correctSegment>
</wrongSegment>
<wrongSegment string=" juws">

<correctSegment popularity="19"> jys</correctSegment>
</wrongSegment>
<wrongSegment string="Lio">

<correctSegment popularity="5">ls</correctSegment>
</wrongSegment>
<wrongSegment string="j;J ">

<correctSegment popularity="2">J </correctSegment>
</wrongSegment>
<wrongSegment string="g,| ">

<correctSegment popularity="11">| </correctSegment>
</wrongSegment>
<wrongSegment string="gl ">

<correctSegment popularity="5">s)</correctSegment>
</wrongSegment>
<wrongSegment string=" Lus">

<correctSegment popularity="2">LlS</correctSegment>
</wrongSegment>
<wrongSegment string=" _Ju">

<correctSegment popularity="1">_w»</correctSegment>
</wrongSegment>
<wrongSegment string="(go ">

<correctSegment popularity="7">s </correctSegment>
</wrongSegment>
<wrongSegment string="giJ">

<correctSegment popularity="5">wuli</correctSegment>
</wrongSegment>
<wrongSegment string="as ">

<correctSegment popularity="11">d </correctSegment>
</wrongSegment>
<wrongSegment string=" JJ">

<correctSegment popularity="3"> d</correctSegment>
</wrongSegment>
<wrongSegment string=" ¥">

<correctSegment popularity="4"> i</correctSegment>
</wrongSegment>
<wrongSegment string="d4z2">
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<correctSegment popularity="1">d49</correctSegment>
</wrongSegment>
<wrongSegment string=" J3">

<correctSegment popularity="1"> d</correctSegment>
</wrongSegment>
<wrongSegment string=" JI">

<correctSegment popularity="14"> J</correctSegment>
</wrongSegment>
<wrongSegment string="i5 ">

<correctSegment popularity="16">y </correctSegment>
</wrongSegment>
<wrongSegment string="4i,">

<correctSegment popularity="2">d4y</correctSegment>
</wrongSegment>
<wrongSegment string="L3 ">

<correctSegment popularity="16">d </correctSegment>
</wrongSegment>
<wrongSegment string=" YRS

<correctSegment popularity="1"> &</correctSegment>
</wrongSegment>
<wrongSegment string="Jw">

<correctSegment popularity="1">4s</correctSegment>
</wrongSegment>
<wrongSegment string="(u">

<correctSegment popularity="5">3yu</correctSegment>
</wrongSegment>
<wrongSegment string=" lLwa">

<correctSegment popularity="4">la</correctSegment>
</wrongSegment>
<wrongSegment string=" o*">

<correctSegment popularity="11"> o</correctSegment>
</wrongSegment>
<wrongSegment string="ggs">

<correctSegment popularity="1">gs</correctSegment>
</wrongSegment>
<wrongSegment string="aJj ">

<correctSegment popularity="56">& </correctSegment>
</wrongSegment>
<wrongSegment string="_S,">

<correctSegment popularity="2">g)y</correctSegment>
</wrongSegment>

<wrongSegment string=" _uS">

<correctSegment popularity="6">_3</correctSegment>
</wrongSegment>
<wrongSegment string="oo ">

<correctSegment popularity="1">s </correctSegment>
</wrongSegment>
<wrongSegment string=" ">

<correctSegment popularity="2"> |</correctSegment>
</wrongSegment>
<wrongSegment string="lSw">

<correctSegment popularity="1">lw</correctSegment>
</wrongSegment>
<wrongSegment string:"9~i">

<correctSegment popularity="2">Pi</correctSegment>
</wrongSegment>

<wrongSegment string="oJj ">
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<correctSegment popularity="4">& </correctSegment>
</wrongSegment>
<wrongSegment string=" _dw">

<correctSegment popularity="10">_w</correctSegment>
</wrongSegment>
<wrongSegment string="sio">

<correctSegment popularity="1">gs</correctSegment>
</wrongSegment>
<wrongSegment string="as3">

<correctSegment popularity="1">pas</correctSegment>
</wrongSegment>
<wrongSegment string=" giwn">

<correctSegment popularity="2"> gu</correctSegment>
</wrongSegment>
<wrongSegment string="‘g ">

<correctSegment popularity="18">s </correctSegment>
</wrongSegment>
<wrongSegment string=" gaJ3">

<correctSegment popularity="2">g3</correctSegment>
</wrongSegment>
<wrongSegment string=" Liw">

<correctSegment popularity="1">lw</correctSegment>
</wrongSegment>
<wrongSegment string=" _43$">

<correctSegment popularity="26">__i</correctSegment>

</wrongSegment>
<wrongSegment string=" o+">
<correctSegment popularity="9"> o</correctSegment>
</wrongSegment>
<wrongSegment string=" ol ">

<correctSegment popularity="1"> o</correctSegment>
</wrongSegment>
<wrongSegment string="lg ">

<correctSegment popularity="6">s </correctSegment>
</wrongSegment>
<wrongSegment string="g*as">

<correctSegment popularity="1">gs</correctSegment>
</wrongSegment>
<wrongSegment string=" o+">

<correctSegment popularity="4"> &</correctSegment>
</wrongSegment>
<wrongSegment string="LaJ">

<correctSegment popularity="1">¥</correctSegment>
</wrongSegment>
<wrongSegment string=" aa">

<correctSegment popularity="3"> a</correctSegment>
</wrongSegment>
<wrongSegment string=" - ">

<correctSegment popularity="28">s </correctSegment>
</wrongSegment>
<wrongSegment string="g38 ">

<correctSegment popularity="1">4d </correctSegment>
</wrongSegment>
<wrongSegment string=" 4 ">

<correctSegment popularity="4">J </correctSegment>
</wrongSegment>
<wrongSegment string=" juws">
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<correctSegment popularity="1">j u</correctSegment>
</wrongSegment>
<wrongSegment string="guio">

<correctSegment popularity="3">gjie</correctSegment>
</wrongSegment>
<wrongSegment string=" Ls">

<correctSegment popularity="8"> I</correctSegment>
</wrongSegment>
<wrongSegment string="wis ">

<correctSegment popularity="25">g </correctSegment>
</wrongSegment>
<wrongSegment string="aw ">

<correctSegment popularity="1">a </correctSegment>
</wrongSegment>
<wrongSegment string="V+o">

<correctSegment popularity="1">Ve</correctSegment>
</wrongSegment>
<wrongSegment string=" &,4">

<correctSegment popularity="4"> &</correctSegment>
</wrongSegment>
<wrongSegment string=" | 4">

<correctSegment popularity="28"> |</correctSegment>
</wrongSegment>
<wrongSegment string="o}) ">

<correctSegment popularity="1">) </correctSegment>
</wrongSegment>

<wrongSegment string=" _.aj$">

<correctSegment popularity="1">_3</correctSegment>
</wrongSegment>
<wrongSegment string="du">

<correctSegment popularity="2">do</correctSegment>
</wrongSegment>
<wrongSegment string=" &,">

<correctSegment popularity="16"> 4&</correctSegment>
</wrongSegment>
<wrongSegment string=" _w">

<correctSegment popularity="3">_w</correctSegment>
</wrongSegment>
<wrongSegment string="8+ ">

<correctSegment popularity="2">8 </correctSegment>
</wrongSegment>
<wrongSegment string="gI">

<correctSegment popularity="2">gJl</correctSegment>
</wrongSegment>
<wrongSegment string="&dy3">

<correctSegment popularity="1">d3</correctSegment>
</wrongSegment>
<wrongSegment string="_J ">

<correctSegment popularity="12">J </correctSegment>
</wrongSegment>
<wrongSegment string="44 ">

<correctSegment popularity="12">s </correctSegment>
</wrongSegment>
<wrongSegment string="Juo">

<correctSegment popularity="1">Jwe</correctSegment>
</wrongSegment>
<wrongSegment string="Jwe">

-14-
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