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1. INTRODUCTION
We examine the hypothetical distinction between texts of priestly (P) and non-priestly (nonP) origin in the books

of Genesis and Exodus, for which exists a surprisingly large agreement amongst biblical scholars (e.g., Knohl 2007;
Römer 2014; Faust 2019). Examining this distinction with an independent, unsupervised computational methodology
would establish a measure of confidence therein and encourage its application to additional instances of biblical texts,
especially those of greater controversy, where our approach could help tilt the scale in favor of one hypothesis over
another.

2. METHODOLOGY
We intertwine descriptive and inferential statistics. The first is used in text classification and interpretability analyses,

whereas the latter quantifies uncertainty through hypothesis testing. While descriptive statistics were successfully
applied to specific texts (e.g., Kestemont et al. 2016; Verma 2017), we are unaware of similar studies where uncertainty
quantification was considered. Furthermore, identification of literary features responsible for the classification, as
opposed to cluster-wise significant feature detection (e.g., Hruschka and Covoes 2005; Cai et al. 2010; Zhu et al. 2015),
is novel for stylometry.

2.1. Corpus
We use STEPBible1 (digitized Leningrad codex), with its morphological and semantic tags for all words, prefixes, and

suffixes. We consider two representations of the text: word-wise and a grammatical representation by phrase-dependent
parts-of-speech (pdps).

We obtained a scholarly labeling assigning each verse in Genesis and Exodus as P/nonP.

2.2. Parameterization and Embedding
Our underlying assumption is that significant literary differences between texts manifest in simple linguistic param-

eters. Therefore, we consider three parameters, distinct combinations of which result in different classifications. These
are: (1) word-/pdp-wise representations, (2) n-gram size, the length of sequences of consecutive words/pdps, and (3)
running-window size, the number of verses surrounding the original, providing additional context.

We use tf-idf to encode each verse, assigning a relevance score to each feature in the context (Aizawa 2003). The
critical consideration behind choosing this traditional embedding is that it allows interpretability of the results, unlike
neural-net-based language models, which are convoluted (e.g., Chakraborty et al. 2017; Devlin et al. 2018).

2.3. Optimization
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We use k-means to classify the embedded verses and use an unbalanced accuracy measure to quantify the goodness of
classification. We perform cross-validated grid-search on a range of running-window and n-gram sizes for words/pdps,
identifying the combination that yields the highest accuracy (Fig. 1, upper left panel).

2.4. Testing and Validating
To establish the statistical significance of our results, we introduce a hypothesis-testing cyclic label-shift test, that

preserves the structure of the hypothesized partition and overcomes the fact that label-permutation tests do not
consider correlations between units of text, which affect their likelihood of being clustered together (see Fig. 1, upper
right panel).

2.5. Feature Importance
Minimizing k-means loss is equivalent to maximizing inter-cluster variances. Leveraging this, we extract a vector of

feature-wise importance that maximizes the inter-cluster variance found by 2-means. This vector allows us to trace
the features most responsible for the classification (Fig. 1, bottom panels).

3. CONCLUSIONS
We examined the hypothetical distinction between texts of priestly (P) and non-priestly (nonP) origin in the books

of Genesis and Exodus, which we explored with a novel unsupervised pipeline for text stylometry. We sought a
combination of literary parameters that optimized the overlap between the unsupervised and hypothesized partitions.
We established the statistical significance of our results using a cyclic-shift test, which we show to be more adequate
for text stylometry problems than a naive permutation test. Finally, we extracted n-grams that contribute the most
to the classification, their respective proportions, statistical robustness, and correlation to other features. We achieve
optimal, statistically significant overlap values of 73% and 90% for the books of Genesis and Exodus, respectively.

We find the discrepancy in optimal overlap values between the two books to stem from two factors: (1) A more
sporadic distribution of P texts in Genesis, as opposed to a more formulaic one in Exodus. (2) The sensitivity of
our pipeline to a distinct semantic field manifested in two large P blocks in Exodus, comprising the majority of the
P-associated text therein.

Through complementary exegetical and statistical analyses, we show that our methodology differentiates the unique
generic style of the Priestly source, characterized by lawgiving, cult instructions, and streamlining a continuous chrono-
logical sequence of the story through third-person narration. This observation corroborates and hones the stance of
most biblical scholars.
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Figure 1. A statistical exploration of the hypothesized partition of the books of Genesis and Exodus into Priestly and
non-Priestly constituents: results for the book of Genesis (lexemes representation). Upper Left Panel – Optimization:
Cross-validated grid-search over verse running-window widths and n-gram sizes to identify the combination yielding an optimal
overlap. The combination, value, and uncertainty of the optimal overlap are plotted on top of the panel, and all combinations
whose overlap value is within 1σ of the optimal overlap value are marked in red cells. Upper Right Panel – Hypothesis
Testing: Cross-validated hypothesis testing, where we simulate the null hypothesis distribution through a cyclic shift of the
hypothesized P/nonP labeling. The p-value is measured with respect to the optimal overlap value minus its standard deviation.
Bottom Panels – feature importance Analysis: Cross-validated important feature analysis (running-window 4 and n-gram
size 1) and their statistical stability, displaying features bearing 75% of the explained variance. Features in the left and right
panels are important to the P-associated and nonP-associated clusters, respectively. The small numbers above each error bar
indicate the cluster-wise abundance of the feature.
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