Abstract 

Machine Translation (MT) was the first research area in human language technology during the 1950s. First researchers tried to fully automate the translation of all kinds of documents at a quality equaling that of the best human translators. 
However, it became very soon that translation does not have to (and probably cannot) be always of the best quality. Sometimes speed and accessibility may be more important. 
First approaches use a large set of linguistics rules in several layers for analyzing the source language text and than for synthesize the target language translation.

Later, in 1980’s and 1990’s, new approaches had been introduced. The use of linguistics rules was abandoned and Corpus based techniques were applied, such as the statistical technique which extract statistical information from a parallel bi-lingual corpus and use it for choosing and combining the most appropriate translation of the input. Example-based technique, use the parallel bi-lingual corpus for finding input fragments in the source part of the corpus. Then, the corresponding translations of those fragments are combined into the output target language text.
Basically, I will present the current Machine Translation approaches with special care on Example-based technique (EBMT). I will also talk about Machine translation of Semitic languages and particularly on Arabic.
