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Abstract—The lefi-right signal correspondence problem, that is considered as one of the most prominent problems
by visual stereoscopic computational models, is much ignored by computational auditory stereophonic models. The
correspondence problem, which is trivial if only one acoustic source is present, is highly complicated for a multiple
sources environment. We present a computational model able to perform localization of natural complex acoustic
signals {one or two human speakers). The model relies mainly on computing the cross-correlation functions of
selected frequency channels arriving at the two ears, and performing a weighted integration on these functions. Thus,
[irst atiempis are made (o establish a correspondence between acoustic features of the two channels. Preliminary
results show that this model, which might be compared to “early vision” models in computational vision research,

can serve as a first step in analyzing the acoustic scene.
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1. INTRODUCTION

Complex auditory signals, such as speech generated by
one or more individuals, can be fairly well separated
and localized by human subjects with normal hearing.
To date, a vast number of computational models per-
forming localization have been proposed, but these ei-
ther tackle the case of artificial stimuli (Lyon, 1982;
Stern, Zeiberg, & Trahiotis, 1988; Grantham &
E.Luethke, 1988), deal with a single sound source
(Trahiotis & Bernstein, 1986; Stern & Colburn, 1989),
or specifically deal with the technical calculation of a
disparity parameter (Shamma, Shen, & Gopalaswamy,
1989) (usually correlation or some variant). Many
studies have been directed towards lateralization, which,
although related to localization, usually deals with
stimuli of very specific acoustic properties that can be
easily formulated mathematically. The model we pro-
pose is an attempt to simulate localization of two hu-
man speakers with errors in the range of human sub-
jects.

It is widely agreed that interaural intensity differ-
ences (1IDs) and interaural temporal differences (ITDs)
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are the two major cues used by biological auditory sys-
tems in computing the directional location of a sound
source. Low-frequency signals are localized mainly by
ITDs, whereas high-frequency sounds are localized by
IIDs (Coren, Porac, & Ward, 1984). It is therefore rea-
sonable to assume that the two cues should be used in
unison to achieve accurate localization. A major dif-
ficulty in constructing a computational model of nat-
ural acoustic stimuli localization lies in the fact that in
a multiple source situation, each ear receives a signal
that is the superposition of the original signals, but be-
cause these originate from different directions, they feed
different ITD and IID into the system. Thus, setting
up a correspondence between acoustic features of the
left and right input channels is a necessity in any at-
tempt to achieve localization. The setting up of a similar
correspondence ( between left and right visual channels)
is cardinal in performing stereopsis (Marr, 1982), but
is usually neglected in auditory research because the
problem is trivial for a single acoustical source and syn-
thetic stimuli.

The problem of identifying different features as be-
longing to the same acoustic source is related to other
auditory phenomena [e.g., the cocktail party effect
(Strube, 1981)], and a computationally simple model
of one of these phenomena may contribute to the un-
derstanding of the other.

A number of psychoacoustic parameters have been
proposed to measure auditory spatial acuity; the best
known is the minimum audible angle (m.a.a.) devel-
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oped by Mills (Mills, 1958). However, m.a.a. is mea-
sured by a serial presentation of definite auditory stim-
uli, and we are interested in the ability to localize spa-
tially segregated but concurrent events. Thus, a more
suitable measure for our purposes is concurrent mini-
mum audible angle (c.m.a.a.) (Perrott, 1994).
Cross-correlation is widely used in computing ITDs
of two signals, and a rudimentary localization model
that cross-correlates the left-right signals can achieve
moderate results when dealing with a single artificial
sound source. However, such a model vields poor results
when applied to complex natural signals. In the model
presented here, the cross-correlation functions are
computed for different frequency channels separately
(see Figure | for a schematic illustration of the model ).
This approach agrees with the finding that the various
nuclei along the mammalian auditory pathway are ton-
otopically organized, that is, neurons along a given di-
rection respond best when the system is stimulated by
sounds of a certain frequency, and an increase in the
stimulating frequency induces a monotone shift in the
place of maximal activity ( Knudsen, du Lac, & Esterly,
1987: Knudsen, 1982). In addition, this technique is
chosen as a first step in setting up the correspondence
between left-right channels, because any correspon-
dence scheme should first try to match the correspond-
ing frequencies of the two channels. Cross-correlation
is performed to preserve the fine temporal resolution

A Schematic Diagram of the computational Model
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FIGURE 1. A schematic diagram of the computational model.
See text for explanation.
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achieved during sampling of the signals. Cross-corre-
lation functions are integrated with weights corre-
sponding to the relative intensity of the channels over
frequency ranges to obtain an omni-frequency cross-
correlation function related to a specific temporal win-
dow of the input. Local maxima of this function are
then translated to directions. In the single sound source
case, the use of one temporal window (3-10 ms) is
sufficient to accomplish localization with errors similar
to that of human subjects (Perrott, 1994). With two
complex sound sources located at distinct directions a
single temporal window yields nonsatisfactory results,
and longer time intervals should be taken. This is
achieved either by integrating the functions over several
consecutive temporal windows, or by displaying them
serially on a two-dimensional surface, with magnitude
translated to gray-level. Given such a representation,
localization breaks down to identifying straight lines
(parallel to the time axis) in the image. This task can
be readily achieved using numerous computer vision
algorithms for edge detection, edge linking, and detec-
tion of line segments.

The computational model described here can be seen
as an operator that maps pairs of input signals (actually
one signal interpreted by two slightly different sensors)
to a one-dimensional function with domain [—# /2, =/
2] and whose value at direction « is the relative ex-
pectancy that a sound source is present at . The output
of this operator can be used as a front end in a system
that ultimately gives a quantitative representation of
the auditory scene, in quite the same manner that low-
level computer vision algorithms (such as edge-detec-
tion ) are used in creating a visual scene.

2. THE SETUP

Different human speech signals were recorded in a setup
simulating stereophonic audition: two microphones
were placed at opposite sides of a dummy head. The
human speakers were situated approximately 2 m from
the center of the head at different angles relative to the
midline passing through the two microphones. In the
single-speaker case one of four positions (0°, 30°, 60°,
and 90°) was used in each recording, and in the two-
speaker case the speakers used two out of five positions
(—90°, —45°,0°, 45°, and 90?) in each recording. Al-
together eight different recordings were made in the
single-speaker case (differing in either direction or
speaker) and five different recordings were made in the
two-speaker case. The signals themselves were digits
spoken in Hebrew. The recordings were made in a
commercial studio, and were digitally sampled at 22
kHz. No filtering was applied to the raw signals before
application of the direction operator. A schematic il-
lustration of the recording scheme is depicted in
Figure 2.
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FIGURE 2. A top view of the recordings setup. Az = azimuth
of sound source, D = difference in distances from sound source
to ears, H = hyperbola for which D is constant.

A main step in achieving localization is the trans-
lation of the temporal shift between the input arriving
at the ears to a direction. Disregarding bone conduction,
the shape of the head and ears, and their acoustic char-
acteristics, the ears can be seen as two microphones in
free field placed about 20 cm apart. Because points for
which difference in the distance to the ears is constant
lie on hyperbolas centered at the midpoint between the
ears, and these hyperbolas have linear asymptotic be-
havior, it follows that the direction a depends, even for
moderate distances, solely on the difference in the dis-
tance from the source to the two ears. It is easily shown
that in such a situation the direction « of the sound
source located at X is given by

a = arcsin[K(|]x — & = |x - &]] (1

where ¢ and ¢é, are the positions of the left and right
ears and K is an appropriate constant.

These calculations do not take into consideration
factors such as the shape of the head and ears. However,
experiments with analogue equipment have shown that
the approximation we use is quite accurate across a
wide range of frequencies (Mills, 1958). certainly
within the resolution of the system we are simulating.

Equation ( 1) gives the theoretical foundation to the
fact that the resolution in localization is much better
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in the frontal areas that in the lateral ones. Furthermore,
assuming resolution in the frontal areas is 3° (resolution
that is of the order of the resolution exhibited in ideal
situations), this translates to a 50-us shift in the arrival
of the signal at the ears:; thus, a sampling rate of 20
kHz is the minimum rate needed to achieve accurate
localization ( by biological standards).

3. THE DIRECTION OPERATOR

The input signals were DFT’d with a window of N =
64 to N = 512 samples (3.2 ms to 12.8 ms). The signals
were then represented as:

Nf2

> ai(k)sin(2xk/N + @),
k=1

1,2, O0=sk=N-1,

Xi())

1
where i = 1, 2 represents the left and right signals,
respectively. The coefficients a; (0) were discarded be-
cause they only add a constant factor to each of the
signals. The use of a Hamming window did not have
a major effect on the results.

The corresponding frequency channels of the two
signals were logarithmically scaled, and then their cross-
correlation was computed to obtain the frequency-de-
pendent correlation functions (C-C functions) 7,(1) for
l=j=Nf2—-1,-T=1=T,where T = 17 is the
maximal sample shift possible (when the signal origi-
nates from an azimuth of 90°). The functions r; are
themselves sine functions with period N/ j and are thus
completely determined by their phase and amplitude.

Actually not all cross-correlation functions were
computed: because the input signals are of human
speech, it is argued that most of the acoustic energy is
contained in relatively few frequencies. Thus, cross-
correlation functions were computed for frequencies j
satisfying the relations:

b > 1bi(j=1)] or
b > 15+ DI, J=12

where the coefficients b;( j) were smoothed-out versions
of the a;(j)’s defined by:

bi(j) = 0.25a,(j — 1) + 0.5a,(j) + 0.25a,(j + 1).

The criterion used here is a compromise chosen to
minimize the computations involved while using
enough information to enable separation by peak de-
tection methods between two distinct speakers. In ad-
dition, the number of frequencies that satisfy this cri-
terion was, in practice, independent of the speakers,
their number, or position.

The cross-correlation functions of the frequencies
used are summed, obtaining the omni-frequency cor-



444

N. Arad et al.

N=084 W=4

m\/\/—/

M

\/\I‘x_ﬂ

)
s T=268
2 WN=128 w==2
]
3
o
g N=268 W=1 T=258
S
5
(=1 speaker position——»
angle (degrees)
. — 1 1 1
L] — 46 L] 45 a0

FIGURE 3. The C-C functions in a single-speaker case with varying window size and number of windows. N = window size, W =

number of windows used, T = total number of samples used.

relation function associated with the signal involved
and the particular temporal window used:

rwlt) = 2 7(t), F = {frequencies used},
JeF

W = temporal window.

To switch the temporal parameterization of 7,.(¢) to
directional parameterization, the transformation « =
arcsin( Kt) is used, and thus we represent the omni-
frequency cross-correlation function as a function of
the direction «. The significant peaks of this function
correspond to directions where acoustic energy is pres-
ent at the temporal window W.

In the sequel we compose different operations on the
output of the direction operator to achieve localization
in different situations. In the single-speaker case, the
use of one window of size 3-12 ms was enough to obtain
an omni-frequency cross-correlation function with a
significant peak. In the two-speaker case, it is unrea-
sonable to believe that such a short temporal window

will suffice, because the speakers were producing nat-
ural speech signals, and, as such, their acoustic energy
was not necessarily concentrated at the same temporal
windows. In these cases, several consecutive windows
were averaged, usually with a shift of N/2 (N = sample
size of one window). The number of windows was of
the order of 4 to 12. As a whole, the results improved
with the increase in the number of windows used. An
alternative approach used was creating a directional
image by translating the values of each C-C function
to gray-level and then exhibiting consecutive C-C func-
tions as an image.

4. RESULTS

4.1. Single Speaker

As mentioned in Section 3, in the single-speaker case,
the use of one window is sufficient to establish local-
ization, with an error of no more than two samples.
The window size and the number of windows used had
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FIGURE 4. C-C functions of a single speaker that are the sum of three C-C functions with parameters of the lower functions of
Figure 4. Note that in the lower function the absolute error is quite large, although it is only of one sample in temporal units.
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FIGURE 5. The result of the integration of 16 C-C functions in a two-speaker case. Each window is of N = 128 samples, and the

shift between windows is N/2. Total number of samples is 1088.

a smoothing effect on the cross-correlation functions:
a short window (64 samples) had the effect of C-C
functions with relatively many sharp peaks. Increasing
the number of windows used or enlarging the window
size admits much better results. The effect of window
size and number of windows is depicted in Figure 3.
Integration in time plays an important role in the two-
speaker case to be discussed.

Quite a sharp peak in the C-C function can be ob-
tained when several C-C functions of different window
sizes are integrated to one function. Such functions are
depicted in Figure 4.

4.2, Two Speakers

The use of short temporal windows (total number of
samples used is small) was found to be insufficient for
accurate localization of both speakers. If the C-C func-
tions are integrated over several consecutive windows
(with overlapping). the output of the operator gives a
much more accurate description of the location of the

time

LT

direction

speakers. In a two-speaker typical situation we used
integration over a period of the order of 1000 samples
(50 ms). The output of such an operation can be seen
in Figure 5.

A different representation that facilitates localization
in a complex situation is one in which the distinct C-
C functions are displayed serially on a video monitor
with values translated to gray-level (C-C image). The
dimensions of the image are direction vs. time. Figure
6 shows such images in single-speaker cases.

Figure 7 shows the resulting images in the case of
two speakers. In both images, 50 windows of 256 sam-
ples were used, with a shift of 10 samples between win-
dows. We note that the lower images of Figures 6 and
7 were all obtained from the upper ones by the same
standard image processing operation: the intensity levels
of the image were remapped (gamma function appli-
cation) in a manner that is a continuous analogue of
threshold application. The speaker positions in the ex-
amples shown clearly correspond to dark vertical lines
in the images.

™
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FIGURE 6. Typical C-C images in a single-speaker case. Fifty windows of 258 samples were used, with a shift of 10 samples. Total
number of samples is around 750 samples. Top: original C-C images. Bottom: images after applying a threshold filter. The position
of the sound source is clear from the processed images. In the middle example a Hamming window was used, with results similar

to the other examples.
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FIGURE 7. C-C images in typical two-speaker cases. Top: orig-
inal C-C images. Bottom: images after applying threshold filter
(identical filter in all cases). Dark areas correspond to high
values of the C-C functions.

These images clearly show the advantages of using
such a representation: while in a one-dimensional rep-
resentation, such as shown in Figure 4, we are looking
for relative maxima, and these can be masked easily by
noise; in the two-dimensional representation we are
looking for vertical edges, and these are much less sen-
sitive to noise. Moreover, if ultimately a human is to
perform localization with the aid of the output of the
direction operator, this representation is tailored for
our own visual system. Finally, if a localization algo-
rithm is wanted at this stage, it can use a variety of
computer-vision algorithms designed for the detection
of straight lines in an image (edge detector filters, or
the Hough Transform). A glance at Figure 4 shows that
even in a single-speaker case, spurious peaks in a single
C-C function may be interpreted as an additional sound
source at distinct direction. Lining up the C-C functions
serially and applying a line/edge detector vastly reduces
the effect of such peaks.

Figure & shows the results of the output of the di-
rection operator for all the single-speaker experiments
conducted.

5. DISCUSSION

We have exhibited an operator that maps two acoustic
signals arriving at two sensors to what we called C-C
functions. In a natural scene sequences of these func-
tions are presented together in a direction map—a rep-
resentation of the acoustic stimuli that may be fed as
input into higher-order operators to perform higher-
order recognition.

In stereo audition a large effort has been aimed at
the localization of a single sound source under varying
conditions. The visual counterpart of auditory local-
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ization is depth perception. It has been demonstrated
that disparity alone can be used in the calculation of
depth (although performance improves considerably
when other cues are used); thus, the evaluation of the
disparity function has been an objective of many al-
gorithms. Moreover, there is a clear-cut geometric re-
lationship between disparity and depth. On the other
hand, depth can be conceived quite well without stereo
vision.

In auditory localization the situation is quite differ-
ent: on the one hand, it is known that binaural local-
ization ability is of the order of 20 times better than
monaural localization; thus, binaural audition is es-
sential to localization. On the other hand, acoustic dis-
parity (the differences in the input to the two ears) is
in many cases insufficient input for localization in a
multiple source situation ( Perrott, 1994); thus, mon-
aural cues may enhance localization in complex acous-
tic scenes. Returning back to the vision /depth analogy,
accurate localization can be enhanced by segmentation
of the input stimuli into distinct acoustic events, setting
up a correspondence between the events in the two
channels, and finally performing localization. Such a
localization procedure can run in parallel to a proce-
dure that performs localization on a much coarser scale
without segmentation. On the other hand, the output
of any direction operator can be fed into higher-order
systems that perform segregation and ultimately rec-
ognition of acoustic patterns. Natural candidates for
such segmentation cues are onset/offset times, spectral
properties of stimuli, and frequency/amplitude varia-
tion. All these cues have been found to be significant
in the formation of the auditory scene (Bregman,
1990). Of these cues, the most important is the spectral
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FIGURE 8. Results of applying the direction operator on acoustic
scenes. In each instance the location of the sound sources
was computed as the position of the brightest vertical line seg-
ments in the corresponding direction images, and are marked
by dots. (a) single speaker. (b) two speakers. The crosses
indicate the actual position of the speakers. In some of the
two-speaker cases the operator was unable to detect the sec-
ond sound source, and only one line segment was present.
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properties of the stimuli, and it is this cue that we have
used in our model. Thus, we see it as a localization
maodel that uses segregated input information. Although
our direction operator is of quite rudimentary nature,
its performance coupled with the direction map rep-
resentation scheme implicitly shows that setting up a
correspondence between acoustic cues in the two input
channels is a must in any natural localization task. We
believe that the use of more segregation cues will im-
prove the performance of such models in the sense that
a better correspondence will be achieved. Alternately,
we expect that the use of cochlear models such as those
of Lyon (1983), Shamma et al. (1986), or Deng (1991)
will improve the performance of the operator.

A natural question that arises is, biological consid-
erations notwithstanding, what are the merits of using
the C-C image approach we have described over simply
cross-correlating the raw data of the input channels?
We have found that selecting specific channels to be
cross-correlated at each temporal window yields better
results in a multisource scene. Moreover, the algorithm
chosen for the selection of channels to be correlated is
independent of the operator as a whole, and we intend
to use additional biologically plausible cues for the se-
lection of channels in the future.

In this paper we have applied the operator to the
cases of single speaker and two human speakers. Dem-
onstrating its performance on these cases, it is possible
to apply the operator to more complex acoustic scenes,
such as natural speech masked by noise or scenes with
more than two sources. We note that creating a direc-
tion image in a scene with moving targets should result
in diagonal trajectories, and Doppler shift notwith-
standing, these should be detected by our operator.
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